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Preface

The first International Modelica Conference took place in October 2000 in Lund, Sweden. Since
then, Modelica has increasingly become the preferred language tool for physical modelling of complex
systems. This is indicated by the high number of registrations from industry and science at the 6"
International Modelica Conference held between 3" and 4" March 2008 at the University of Applied
Sciences, Bielefeld, Germany. It is also indicated by the number of excellent papers submitted to the
program committee which made the task of selecting papers for oral and poster presentation very
difficult and, last but not least, by the exhibition during the conference at which several companies
will be represented. This volume contains the papers of the 68 oral presentations and 14 poster
presentations at the conference. The ability of Modelica as a multi domain simulation language is
demonstrated impressively by the various fields the papers are covering.

Due to the special features of the Modelica language, such as object-oriented modelling and the
ability to reuse and exchange models, Modelica strongly supports an integrated engineering design
process. Thus in various fields Modelica has become the standard tool for model exchange between
suppliers and OEM’s. A key issue for the success of Modelica is the continuous development of the
Modelica language as well as the Modelica Standard Library under strict observance of compatibility
to previous versions by the Modelica Association. The broad base of private and institutional mem-
bers of the Modelica Association as a non-profit organization ensures language stability and security

in software investments.

The 6" International Modelica conference was organized by the Modelica Association and by the
University of Applied Sciences, Bielefeld, Germany. I would like to thank the local organizing commit-
tee, the technical program committee and the reviewers for offering their time and expertise throughout
the organization of the conference. Together with the entire team of the local organizing committee 1

would like to wish all participants an excellent and fruitful conference.

Bielefeld, March 15¢, 2008

Bernhard Bachmann
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Abstract

In addition to time-domain simulation methods, en-
gineers from different application fields require fur-
ther types of analysis to be performed on their sys-
tems. In particular results from frequency domain
analysis play an important role — this includes the
calculation of natural frequencies and vibration
modes, but also the computation of transfer functions
or the simulation of steady-state behaviour.

If the system equations are formulated using the
Modelica language, there is the potential to use one
and the same model for time-domain as well as fre-
quency-domain computations.

In this paper we will show, how the different meth-
ods can be applied to a Modelica model, what kind
of prerequisites and adjustments are required in order
to perform the different types of analysis and how
these methods can be seamlessly integrated into a
Modelica simulation environment.

Keywords: Modelica, Steady State Simulation,
Transfer Function Analysis, Natural Frequency
Analysis

1 Introduction

In many engineering disciplines frequency-domain
methods play an important role. Powertrain engi-
neers for instance not only exploit transient simula-
tions, but to a large extend assess the behaviour of
their systems based on the natural frequencies, the
resulting vibration models, and also in terms of
steady state results, which show vibrations under
stationary conditions resulting from the uneven and
multi-order excitation of the driveline by the engine.
Other engineering domains and tasks also require
frequency-domain approaches.

However, all these tasks would typically be assigned
to different software tools, which is not really neces-
sary.

Modelica forms the ideal base also for frequency-
domain analyses, since it provides complete system
descriptions in an analytic form. However, so far
Modelica is used almost exclusively for transient
time-domain simulation.

In this paper we will show, how Modelica models
are used in order to compute frequency-domain re-
sults and how these processes are integrated into the
Modelica simulation environment SimulationX.

The paper will treat the following topics:

e Nonlinear periodic steady-state simulation
and generation of spectral results based on
harmonic balance

e Natural frequencies, vibration modes and
energy distributions based on models lin-
earized in an operating point

e Computation of transfer functions based on
models linearized in an operating point

We focus on the periodic steady-state simulation
since this is the most recent innovation in
SimulationX.

2 Periodic Steady-State Simulation

2.1 Application to Modelica Models

The main area of application for the nonlinear peri-
odic steady-state simulation in SimulationX is the
vibration analysis of powertrains.

The example Modelica model in Fig. 1 is an adaption
from [4] p. 246 with some added damping and cylin-
ders including oscillating masses and driven by some
typical combustion engine cylinder pressure.
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The steady-state for a range of mean rotational
speeds of the engine has to be computed. The oscilla-
tion time period is determined by the engine speed
and the periodicity of the excitation over the crank
angle.

Engine Damper
il =] 4-Cylinder Engine
& &

[

L Fly Wheel

MES/QHT:T Gear Box and Shaft
%u%u%u%ﬂ

L Differential Gear, Side Shaft

#H@Huﬁ

Tyre, and Car
[y I 1
Fig. 1: Example of a Modelica model of a powertrain

analyzed with the periodic steady-state simulation

Load Torque

tau 7T

But the method is also applicable to driven systems
in other physical domains. For non-linear electronic
amplifiers and filters most often the frequency or
amplitude of the driving generator is swept and the
period is measured at its phase. Therefore, a general
approach is needed. In SimulationX the following
procedure has been implemented: The user chooses
the varying reference quantity (e.g. mean engine
speed or generator frequency) and the period vari-
able (e.g. crank angle or generator phase) from Mod-
elica model trees containing all variables and pa-
rameters. For powertrains (or more general whenever
the reference quantity is not a parameter but the
mean value of a variable) the user also distinguishes
some model parameter as compensation parameter -
such as the load torque of the powertrain. The algo-
rithm adjusts the compensation parameter for the
steady-state, i.e. the mean engine torque and the load
torque are balanced out by the algorithm. No special
preparation of the Modelica model is needed to en-
able the steady-state simulation. The same model
may be used for a simulation in time-domain too.

During the simulation the computed spectra of the
Modelica variables are written to special steady-state
protocols. Those results can be visualized in several
different representations (amplitudes, phases, fluc-
tuations, spectral powers and so on). For the power-
train example from Fig. 1 some of the amplitudes of

the calculated harmonic torque components in the
mass-damper spring are shown in Fig. 2.

In SimulationX the initial conditions corresponding
to the results of the periodic steady-state simulation
can be calculated and used to initialize a successive
transient simulation.

=
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Fig. 2: Spectral results for the torque of the spring in
the engine damper; the sum curve and the amplitudes
of the first harmonic components are shown, the larg-
est amplitudes are labelled with the oscillation orders

[

1000

2000

In this way the periodic solution can be recalculated
with a transient simulation and the steady-state re-
sults can easily be checked. Fig. 3 shows a very good
match of the steady-state simulation result with the
transient simulation result.
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=501
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Fig. 3: Torque in the spring of the engine damper (full
line: steady-state simulation, dashed line: transient
simulation); the results are almost identical
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2.2 Computational Background

In this subsection we give some insight in the com-
putational background specific to the periodic
steady-state simulation. If the reader is only inter-
ested in applications he may safely skip to subsec-
tion 2.3.

For the periodic steady-state simulation the harmonic
balance method is employed. This method gives a
high spectral precision of the results and prepares the
numerical base for behavioural modelling in the fre-
quency domain.

2.2.1
The symbolic analysis compiles from the Modelica
model a system of equations for the stationary simu-
lation. If the simulation time appears explicitly in the
model equations (for instance in a driven system) it
is replaced by a state x,,, with dx, . /dt =1 which

System Equations

leaves us with an autonomous algebraic differential
equation system

£ (x(@),%(t), x5 )=0 (1)
where xis the R"-valued state vector with corre-

sponding time-derivative X, and x; € R is the com-

pensation parameter (see section 2.1). It is conven-
ient to represent oscillations not over time but over
the phase angle ¢ := @t for which the period length
keeps constant at 277 independent of the period du-
ration (@ is the phase velocity of the oscillation).
Substituting the derivative w.r.t. time through the
derivative w.r.t. phase X(¢) =@ x'(¢) in eq. (1)
gives

f(x(p), 0 x'(9).x) = 0. @
Throughout the remainder of this section we repre-
sent x in dependence of the phase angle.

The system is assumed to be freely displaceable in
one direction of the state space. Therefore, we chose
a combination of a 27 -periodic function X and a
component linearly dependent on the phase angle as
a solution ansatz

x(p)= % +%(p)

for the system equation (2) with a constant vector

®))

xp € R", called period vector in the sequel.

This setup is rather general. It includes freely rotat-
ing powertrains and periodically driven systems.

Solving (2) can now be divided into the two tasks

e computation of the period vector xp

e computation of the periodic function X

which will be described in the following two sec-
tions.

2.2.2  Period Vector Computation

The user selects one model variable as the period
variable (cf. section 2.1). We denote the index of that
variable as /P . For this variable the user specifies
the period length p. The model equations (2) are

then solved for the static case (i.e. @ = 0) once with
@ =0 and once with ¢ =27 . Because of the 27 -

periodicity of X the difference of these two solu-
tions just gives the period vector

Xp = x(27z)— x(0). @)
At @ =0 the displacement of the system (e.g. the

rotational position of a powertrain) is determined by
the additional condition xip(0)= 0. This together

with (2) and (3) results in the overall system
(x(0).0,x5)=0; x,(0)=0 ®)
for the case @ = 0 which consists of n+ 1 equations

for the
states x(0) and the compensation quantity x. (e.g.

n+1 unknowns composed of the n

the load torque of a powertrain).
For ¢ =27 we use the user-defined periodicity of
the state vector component iP and solve

f(x(27r),0, Xc ) =0; XiP(Zﬂ') =p. (6)
The condition that x. is the same in (5) and (6) of-

fers a possibility to check the computed solutions.

For driven systems the equations in (5), (6) may not
be simultaneously solvable. In that case in each of
these systems the static equation

f(x,O, X ) =0;
is replaced by the condition

f(x, v, xC)z 0; ||v||2 — min
where ||v|| 5 denotes the Euclidian norm of v.

In practice it has proven sufficient to solve the result-
ing restricted minimization problems by a modified
Gauss-Newton algorithm.

2.2.3  Harmonic Balance

For the computation of the periodical part X in the
ansatz (3) equation (2) is reformulated as the varia-
tional equation
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1 2
], vip) ylp)dp=0 Y
2 90
with  varying over all continuous R”"-valued

functions fulfilling the condition (O) = l//(272') and
with

o) 122 4 5lo)of 22+ o) xc |-

27 T

For a fixed phase velocity @ the solution X is only
determined up to a multiple of x, and a correspond-

ing phase shift (e.g. for a powertrain the arbitrary
initial angular position). To formally fix the initial
disposition, additionally the mean value of the period
variable is balanced to zero:

1 2z
E'[O xiP(@)d¢ =0.

In some cases the user does not want to prescribe the
phase velocity @ directly (e.g. for powertrains it is
usual to prescribe the mean rotational speed of the
engine instead). For that reason the user-chosen ref-
erence quantity was introduced in section 2.1. Let
IR be the index of the reference quantity and 7 the
wanted mean value for that variable. Then instead of
a direct assignment to @ the equation

®

2
ijo Tr(@)dp=r 10)
is added to the variational system.
Following Galerkin for the numerical treatment
of (7,8) the function space for i and X is restricted
to the finite-dimensional space spanned by the har-
monic orthogonal system of base functions

wlk]:=exp(jkg) with k =—N,...,N . a1

In the following we keep using lower indexes for the
state vector components but we use Modelica index
notation to organize the frequency components (as
we have already done so by defining y[k] above).
Using the base (11) for the periodical part X in (3)
the ansatz becomes

X(p)= > exp(jke) £[k]

(12)

where Xx[k] is the k -th frequency component of the

state space vector (we use a hat X or (x)A to denote
complex amplitudes). Since X is real X[k] is the
complex conjugate of X[—k]. Thus, the values of X
are determined by (2N + 1) real numbers. With
replaced by w[k] for k =—N,...,N the resulting

2N +1 left-hand sides of (7) become the

first 2N +1 Fourier coefficients f (%,,x, k] of

the left-hand side of (2), i.e. Fourier coefficients of
the time-domain residuals. Equations (7,8,9,10) to-
gether then give the harmonic balance equation sys-
tem

f()%,w,xc):O

Xp[0]=0 13)
xr[0]="r
of n(2N + l) +2 scalar equations for the

n(ZN + 1) unknowns in X and the additional two
unknowns @, x. The fast Fourier transformation
(FFT) is used to approximate the Fourier-coeffi-
cients of y . Because of the nonlinearities in f the
spectrum of y is wider than that one of x and some

oversampling is needed for the FFT to keep the alias-
ing error low.

For solving system (13) Newton's algorithm is ap-
plied. Deriving the Newton corrector equation in
time-domain and then transforming it into frequency-
domain gives good insight into the structure of the
resulting system of equations. A first order Taylor
approximation of (2) in the current numerical ap-

proximation of ()7 , 0, xc) yields the equation
f+0,f 0x+0,f - (@wx'+x' dw)+
+0,f-0x. =0
which determines with (3) the Newton correc-
tion (5)7, ow, 5xc) (note: (i) here O, f stands for
the derivative of f w.r.t. the kth argument, and

(i) for clarity we have omitted the arguments
(x,ox',xg) of £, (i) x,0x,0% are functions

(14)

of ¢). The time-domain products in (14) correspond
to frequency-domain convolutions. E.g., the FFT
transforms 0, f - Ox into

(@.r) *s3)K1= X @0.f) k-05311. as)

=N
With [ : (I )?)[k] := kx[k] the spectrum of the de-
rivative X can be written as (x')A = jIx. So, after

shifting f to the right-hand side (14) is transformed
by the FFT into the equation

(@) *52)+jelE,r) *(162))+ (16)
+(0,f ') S+ (05 f) Sxg =—f
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for the unknown Newton correction (5%, 5@, 5x )

in the frequency domain. Together with (9) and (10)
written as

0Xp[0]=0; Oxx[0]=0 a7

this system formally determines the Newton correc-
tion in the frequency domain completely.

With the number of n(ZN + 1)+ 2 real unknowns

the system is rather large and the convolution opera-
tor in (16) causes large fill-in of the system matrix
making direct solving infeasible in real-world appli-
cations. Therefore, the iterative GMRES algorithm is
used instead (see e.g. [5]). This method only requires
the evaluation of the left-hand side of (16) for
known (5)?, ow, 5xc). This also makes it possible

to replace the frequency-domain convolutions in (16)
by the cheaper corresponding time-domain products
in (14) (together with the therefore needed FFT-
operations). GMRES only works well with an appro-
priate pre-conditioner. Thus, one must be able to
roughly solve systems with the left-hand side of (16)
fast. For this end the block-diagonal preconditioner
is used (see e.g. [6]). This approximates the convolu-
tions by only retaining the mean value component

of (akf)A :
((01/ ) *52)k]~ (0,1 [0]- S5[k]
((azf ) *(IS %) k]~ (8,1) [0]-kSx[k]

The so approximated system (16) can be solved fre-
quency-component wise.

(18)

If the dynamical system is linear then the Jacobi-
ans 0,f,0,f are constant in time and the corre-
sponding higher spectral components in the convolu-
tions (e.g. (Glf)A[k —1[] with £k —1#0 in (15)) are
zero. In this case "~ in (18) can be replaced by "=’
and the approximations are exact. For increasing
nonlinearities the higher spectral components of
0,f,0,f omitted in the preconditioner gain influ-

ence, the approximations become more coarse. In
general one can say that with stronger nonlinearities
the number of GMRES iterations per Newton step
and the number of Newton-iterations increase.

If the local Newton method does not converge fast
enough then the Newton-algorithm with backward-
error minimization via backtracking (see [1] and [7])
is applied. For a better numerical condition the states
are automatically scaled during the computation.

In section 2.3 we will give an example of a nonlinear
system with a turning point in its frequency re-
sponse. To make the computation of such points pos-
sible a curve tracing algorithm with variable step-

size is implemented in SimulationX. A short outline
of this algorithm shall conclude this subsection.

Only at the starting value 7g,, and the end
value 7, of the interval for the reference quan-
tity x,z the full system (13) is solved. At intermedi-
ate points for x5 the last equation determining the
value of the reference quantity is removed resulting
in

XA F(X)=0

F(X)=F(x"®)

P(k)

XiR

»
»

Tstart Tstop

Fig. 4: Curve tracing algorithm (see text for details)

F(X)=0 with F(X):= (f (’f @ Xe )J (19)
X;p[0]
and with the unknowns collected in X := ()?, W, X¢ ) .

Since (19) has one scalar equation less than un-
knowns it formally defines a solution curve (see also
upper branch in Fig. 4) instead of a single point.

(k1)

curve and the tangent direction 5.X"

on the solution

(k1)

Given the last solution point X
of the solu-
tion curve in that point a prediction

xPW = x®) 4 o5yl

for the new solution point is computed. Thereby, the
step size § is chosen in dependence of the estimated
curvature of the solution path, the estimated distance
of X% to the solution path, and the local conver-
gence behaviour of Newton's algorithm (for details
see [2]). In the predicted point a new estima-
tion SX*® for the tangent vector is computed as

the solution of the system

DF(x"¥)sx+® =,

(ox1 DY . sx1® =1,
This is not the tangent direction to the solution curve
but to the curve defined by F (X ) F (X Pl ) (see
Fig. 4). Nevertheless, these curves and their tangents
are supposed to be close to each other. The Newton
correction for the computation of the next solu-

tion X® of (19) is then carried out in the affine
P(k)

plane with X as origin and 0 X “8) as normal
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(k.0) . yPk)

direction. The point X is used as an

initial guess and the Newton corrections & X (59) as

well as the iterated solution approximations X (k1)

(i =0,1,...) are defined by the system
DF(x®)). 5 x4 = —p(x9)
(6x @) . 5x®) =0,

X(k,i+1) _ X(k,i) n 5X(k,i).

(20)

As Fig. 4 suggests X HE) is a better approximation
of the tangent to the solution curve at the new solu-
tion point X ®) than X1V, Using X HE) Jets the
Newton iterations run on nearly the shortest path to
the solution curve, gives (20) a better numerical con-
dition, and avoids jumping between different solu-
tion branches at sharp turning points of the solution
path.
2.3 Example: Nonlinear Spring-Mass-System
with Turning-Point in Frequency Response

Unlike linear systems nonlinear systems may exhibit
turning points in the frequency characteristic. The
curve tracing algorithm implemented in SimulationX
makes the computation of such kind of frequency
characteristics possible.

The simple mechanical system of Fig. 5 is a torque
excited spring-mass-oscillator. The frequency of the
sinusoidal torque source is chosen as the reference
quantity and swept between 0.2Hz and 0.7Hz.
Since this reference quantity is a parameter and not a
variable SimulationX chooses it automatically as
compensation parameter as well. The phase of the
sine oscillator is the period variable with period 27 .
The quadratic term added to the spring characteristic
makes the system nonlinear in such a way that it
shows a turning point in the frequency characteristic
(see Fig. 6).

sqr

Sl

torque2
D1=8

d=0.1

angleSensor1

sineOsc

% inertial P
L L
N

S

=0

fixed1

amplitude=1

Fig. 5: Nonlinear Spring-Mass-system
In the interval from 0.397Hz to 0.426Hz the fre-
quency characteristic is multi-valued. That corre-
sponds to multiple periodic limit cycles at those exci-
tation frequencies.

rad/s

12 : :

i e L

& : :

I S R 1 S — -

q e

23 L MaN L

1] |ﬁlTHl;ll|||||ﬁ'i‘ﬁ||T|W|imiW| Hz

0.2 0.3 0.4 a5 0.5 a7

Fig. 6: Frequency response with turning-point for the
angular speed of inertial in the nonlinear spring-mass-
system; the sum curve and the first three harmonic
components are distinguishable in this diagram

As an example in Fig. 7 the limit cycles from the two
stable branches (lowest and highest) of the frequency
characteristic at 0.405Hz are shown.

Speed of Inertia rad/s

0 60 120 180 240 300 360

Phase of Oscillation / degree
Fig. 7: Angular speed curves for the two possible stable
limit cycles of the nonlinear spring-mass-system at
excitation frequency 0.405Hz represented over
phase.

We kept this example simple to demonstrate that
even very basic nonlinear systems may have fre-
quency responses with turning-points. More compli-
cated examples can be found in [8], and [9].

2.4 Example: Active Electronic Filter

The periodic steady state simulation is not restricted
to mechanical systems. As an example the periodic
steady state simulation is applied to a Modelica
model for an active electronic pass-band filter (see
Fig. 8). The reference and compensation quantity in
this example is the frequency of the sinusoidal
source vin and its phase is the phase variable.
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re2

groJr\d1

groEr1d4
Fig. 8: Modelica model of the active electronical filter

groﬁdii groJr1d2

At resonance frequency the transistor amplifier of
the pass-band filter is overdriven which causes
nonlinear harmonic distortions. The nonlinear fre-
quency response of the collector voltage of transis-
tor g1 is shown in Fig. 9.

W
33 ! pv— !
IR - -
£ ! !
13 : :
£ | n |
N | | | kHz
0.5 0.2 1 1.4 1.7 2
4 kHz
11 112 1.14 116 1.12 1.2 122

Fig. 9: Frequency response of the collector voltage of
ql in the active electronic filter; top: sum signal and
first harmonic, bottom: zoomed view of the other har-
monics in the resonance region where the amplifier is
overdriven; the harmonics are decreasing with order,
only the 2nd and 3rd harmonic are labelled

In Fig. 10 the periodic steady state result and the
time domain result of this voltage over phase angle
for an excitation frequency of 1.15kHzare com-
pared. At about 75° the base-emitter diode of g2
blocks and the voltage amplification of ql grows
which causes the spike in the collector voltage of q1.

6
5
é ]
o
5 4]
o ]
()
&g
o 3
>
§ 4
5
22
o 4
o
IA
G T T T T T T T T T T T
0 60 120 180 240 300 360
Phase of Oscillation / degree

Fig. 10: Collector voltage of q1 in the active electronic
filter at excitation frequency 1.15kHz represented over
phase; full line: periodic steady state simulation,
dashed line: transient simulation;

The results are in good accordance. Nevertheless, a
slight difference of the results from the periodic
steady state simulation and the transient simulation is
visible at about75°. The steep slopes of the spike
are somewhat smoothened by the limited number of
equidistant sample-points for the steady state simula-
tion (256 sample points per period were used).

3 Transfer Function Analysis and
Natural Frequencies

3.1 Linear System Analysis

Beside the nonlinear algorithm for the steady-state
simulation also linear frequency-domain analysis
methods are applicable to Modelica models and are
implemented in SimulationX. Those are based on the
linear system which results from the linearization of
the nonlinear system equations for the Modelica-
model in the current operating point. The operating
point may be determined by a previous transient
simulation or an equilibrium computation (in elec-
tronics also called DC-analysis). Some of the algo-
rithms may be applied to any Modelica model with-
out changes by the user. This includes the computa-
tion of the eigensystems, the Campell diagram, and
methods for the animation of the eigenmodes.

Other frequency-domain results such as the devia-
tions in mechanical quantities (vibration modes) and
the distribution of vibration energies and losses re-
quire special internal blocks that can be included into
the Modelica-model. The following Modelica source
code shows how the inertia from the standard Mode-
lica library can be supplemented with an internal
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energy calculation block which SimulationX uses in
order to compute the energy distribution.

model RotInertiaEnergyBlock
import M=Modelica.Mechanics;
extends M.Rotational.Inertia;
Mechanics.Rotation.CalcEnergyBlock eb;
equation
eb.dom = w;
eb.T = J*a;
end RotInertiaEnergyBlock;

The modification of the Type SpringDamper is
similar. For a demonstration the (rotational and
translational) masses and spring-dampers in the
powertrain from Fig. 1 have been substituted by the
modified types. The distribution of energy calculated
by SimulationX for the eigenmode at 16664 Hzis
shown in Fig. 12. In practical applications such rep-
resentations show the engineer which masses,
springs, and dampers dominate the behaviour in cer-
tain eigenmodes of the system, so he can take sys-
tematic countermeasures to avoid unwanted oscilla-
tions.

Up to now these blocks are not documented and only
used for the internal element libraries of Simula-
tionX. But this may change in future.

Natural Frequencies and Modes (Modell2)

Eigenvalues | Eigenvectars | Deviation | Distribution of Energy | Camphell Diagram | Animation
Wode: PRI v
Element Erergy Power A
= Kinetic Energy
cyll 00724 mm
cyl2 0,1001
cyl3 ooz2Eem
cyld 0.0957 .
Wheel Q017710
car 1.0000
= Potential Energy
cFlywheel 00,3357 I
cGearl 00503
cshaftl 0.0603 I
cShaft2 0.0604 I
cGears 0,1357 I
cSideShaft Q,7430 I
tyre 01775 I
=l Power Loss
cFlywheel 0.0338
oyl 0.6812
cylz 1.0000
o3 01191
cGears 0.0234
cSideshaft 0,2996
tyre 10,3582 3
[ Print Preview I l Upclate ] [ Close ] [ Help I

Fig. 11: Distribution of energy for the powertrain ex-
ample from Fig. 1
3.2  Input-Output Analysis

For the analysis of the input-output-behaviour the
user must select the input and the output of the lin-

earized system. Any result variable of the model may
be used as the system output. SimulationX has a spe-
cial class of signal inputs that may be open even for
the top-level model. Those inputs may be used for
the input-output-analysis. In Fig. 11 a cut-out of the
powertrain from Fig. 1 is shown where a torque
source with such an input has been added. The input-
output behaviour is described by the frequency re-
sponse function and the pole-zero diagram of the
system.

linSysanaOpentnput

d=0.0...

d=0.0..

Fig. 12: Element linSysAnaOpenlInput in the example
from Fig. 1 with open input for the input-output-
analysis

Fig. 13 and Fig. 14 show the pole-zero plot and the
frequency characteristic, resp., for the powertrain
from Fig. 1 with the torque at the first cylinder as
input (Fig. 12) and the torque in the engine damper

as output.
s Pole-Zero Plotof G(s) = chdassDamper! tau(s) /linSysAnaCpeninput].cirl(s)
20000
X0
10000 x * o]
@ x
o]
@ a %
: -
] 8 x
o]
@ x
-10000 % x—O
x0
-20000 s

-3000 -2000 -1o0d 1]

Fig. 13: Pole-zero plot of the system in Fig. 1; crosses:
poles, circles: zeros
For further analysis in external tools the linearized
system matrices may be exported in Modelica or
MATLAB syntax.

4 Conclusions and Outlook

Periodic steady state simulation proves useful for the
vibration analysis of nonlinear systems. SimulationX
allows its application to Modelica models, in particu-
lar to powertrains, without the decomposition into
nonlinear exciter and linear drivetrain. Furthermore,
the method is applicable to driven systems of other
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physical domains since it is purely equation-based.
Only very little knowledge of the system is required
from the user. Two mechanical examples and one
from electronics were given in the paper.

M

cMassDarnperL.tau - Abs

0.0001
1e-005

_________ ziEask R B Hz
t

L R |
1 1o 100 1000 10000

1e-006

cMassDarnper 1 tau - Arg

-200 t IIIHH|Z ||||w|H —i |un|HZI ] e
1 10 100 1000 10000

Fig. 14: Frequency response of the system in Fig. 1;
top: amplitude, bottom: phase

Furthermore, we discussed methods for the small-
signal analysis in the current operating point (result-
ing from a transient or equilibrium computation).
Beside pole-zero plots and frequency response func-
tions also some remarks about the deviation- and
energy distribution analysis for oscillation modes
were given. They are especially useful for the me-
chanical engineer to detect the powertrain elements
which participate in selected oscillation modes.

e Behaviour Description In Frequency Domain:
In future it is planned to include a behavioural de-
scription in frequency domain (e.g., for modeling of
dynamic stiffness) for the periodic steady state simu-
lation as well as for the frequency response computa-
tion, which was one main argument for the harmonic
balance method to be preferred over the shooting
method (see e.g. [11] for a short introduction and
further references). One major reason for the fre-
quency domain description not yet being imple-
mented in SimulationX is that Modelica currently
still lacks a standardized way for computations with
complex numbers (even if some steps in this direc-
tion have already been taken, see e.g. [10]).

e Event Iterations: Event iterations are already em-
bedded into the harmonic balance algorithm. But
there remains still some work for the treatment of
time-discrete variables in special cases.

e Improved Convergence for Strongly Nonlinear
Systems: As long-term objective the convergence
speed of the harmonic balance for strongly nonlinear
systems can be improved by time domain precondi-
tioners (see [6]).

e Autonomous Systems: The ansatz used for the
harmonic balance also bears the potential for the
simulation of autonomous systems. The required
randomization of the start values for the harmonic
balance could be implemented.

e Detection of Stable/Unstable Limit Cycles: Up to
now there is no automatic discrimination of the sta-
ble and unstable branches in the nonlinear frequency
response computed via harmonic balance. This can
be implemented by an eigenvalue analysis of the
monodromy matrix of the computed limit cycles.
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Abstract

This paper introduces a new release of the System-
Dynamics library of Modelica and shows how it is
being used by discussing a fairly large application
code: Meadows’ World3 model. The newest version
of that model has been made available in the library.

Keywords: System Dynamics, World Dynamics,
Soft Science Modeling

1 Introduction

System Dynamics represents a fairly low-level mod-
eling paradigm. Its implementation does not place
heavy demands on the modeling software. Hence
Modelica may in fact be a bit of an overkill for deal-
ing with System Dynamics models. However, it is
considerably better suited than the state-of-the-art
software for this type of modeling, i.e., Stella [11],
the code that most System Dynamics modelers use
today.

A first version of a System Dynamics library for
Modelica was released in 2002 [3]. In the present
paper, a new release, SystemDynamics 2.0, is being
discussed. SystemDynamics 2.0 is not an upgrade of
SystemDynamics 1.0, but rather a re-implementation
of the methodology. Inherited from SystemDynam-
ics 1.0 were only two application codes, a small in-
troductory model concerning lynxes eating hares,
and a considerably more complex model borrowed
from Forrester’s Industrial Dynamics book [4].

As already mentioned above, the basic models
implementing the System Dynamics methodology,
levels and rates, are so simple that their implementa-
tion in Modelica requires very little time and effort.
The value of the library is not in its basic models, but
rather in its application codes.

Among other applications, SystemDynamics 2.0
offers two full World models, namely Forrester’s
World2 model [5], and Meadows’ World3 model
[7.,8].

Whereas Forrester described his model in full in
his World Dynamics book [5], Meadows’ only talked
in Limits to Growth about the results obtained with
the model [8]. The model itself, originally coded in
Dynamo [10], was described in a separate book [7].

Meadows’ World3 model has seen two major
upgrades since its original inception, one in 1992, i.e.
after 20 years, and the second in 2002, i.e., after 30
years. The World3 application code contained in
SystemDynamics 2.0 implements the 2002 version
of the World3 model. In the code, we offer not only
the basic model, but also all 10 scenarios that Mead-
ows and co-workers are talking about in Limits to
Growth: The 30-Year Update [8].

Although the work of Forrester and Meadows
caused quite a stir in the early 70s when their books
first appeared, world modeling became unfashion-
able fairly quickly, because essentially all sources of
funding dried out for political reasons.

Only very recently, in the context of the looming
Peak Oil event and because of the ongoing discus-
sions concerning Global Warming, has world model-
ing become respectable again.

It turned out that Forrester and Meadows were
essentially correct in their assessments, in spite of
the fact that their models were very crude in com-
parison with real world dynamics.

With this paper, | wish to open up world model-
ing to the community of Modelica users.
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2  Short History of System Dynamics

The System Dynamics approach to modeling dy-
namic systems was developed in the 1960s by Jay
Forrester with the aim of creating a modeling and
simulation tool that economists would be able to
handle.

Instead of talking about differential equations, he
talked about “levels,” the values of which were
changed by “rates.” Level variables are variables
that can accumulate. For example, population might
be used as a level variable. It is controlled by two
rate variables, the birth rate and the death rate.

Forrester would draw this relationship in a dia-
gram similar to the one shown in Fig.1.

Birth_Rate - Death_Rate el

Populaton -
=T ¢ )
- - - { - »— 4
é = é v
’ L .
L e = 0000 - Lk = e - J

:I,'_\_—' '\)
% T

Figure 1: Population with birth and death rates

The blue square box represents a level. It requires an
initial value. The blue icons to the left and right of
the level represent rates. Both the birth and the death
rate are proportional to the population. The two
clouds represent sources and sinks of material. They
are used for documentation purposes only. There are
no equations associated with these models. The lilac
lines represent material flows, whereas the blue lines
represent information flows.

Of course, Forrester didn’t have a computer
available with a graphical user interface. He drew
his diagrams only by hand and then translated them
manually (and quite mechanically) down to a set of
equations that he then encoded in Dynamo [10], a
simulation “language” that had been outdated al-
ready at the time of its creation.

Forrester explained to his disciples that every
modeling exercise should always start with ponder-
ing, which are the most important accumulator vari-
ables that ought to be captured in the model. These
variables should be declared as level variables. Sub-
sequently, it needs to be decided, what other vari-
ables can be viewed as inflows and outflows to and
from these levels. The inflows and outflows would
then become the rate variables. Fig.2 shows a typi-
cal set of levels and their rates.

Levels Rates

Inflows Outflows
Population Birth Rate Death Rate
Money Income ENSEs
Frustration Dtress Affection
Love Affection Frustration
Tutnor Cells Infection Treatment
[trventory on Stock Shipments sales
Knowledge Learning Forgetting

Figure 2: Typical level and rate variables

The modeler would then need to decide, which
other variables the rates depend on, and write these
down in a so-called “laundry list.” A possible laun-
dry list for the birth rate is offered in Fig.3.

= Population

= Material Standard of Living
= Food Quality

» Food Quantity

* Education

= Contraceptives

* Religious Beliefs

Figure 3: Birth rate laundry list

Eirth Rate:

So far so good, but now comes the most daring
assumption, the “quantum leap” of System Dynam-
ics.

The functional relationship represented by such a
laundry list can be assumed to be a static non-linear
function in multiple variables, e.g.:

Birth_rate = f(Population, Pollution, Feod, Crowding,
Mterial Standard of Living)

Yet, since such a function may be too difficult to
identify, Forrester chose to ignore the mutual rela-
tionship among the different input variables, and
postulate the following model instead:

Birth rate = BRN - Popuiation - f, (Poilution) -f, (Food)
-f, (Crowding) -f, ( Material Standard of Living)

The birth rate is essentially computed as the average
birth rate, BRN, multiplied by the population. All
other dependencies are expressed as small signal de-
viations from the norm. The single-valued functions
can most of the time be easily approximated using
information from the open literature, e.g. from statis-
tical yearbooks.

Forrester was wildly successful with his ap-
proach to modeling. Whereas engineers and physi-
cists mostly ignored him, if they didn’t even sneer at
his “methodology,” researchers from the soft sci-
ences loved it. Already by the early 1980s, several
thousands of papers making use of System Dynamics
for a variety of modeling projects had been published

[6].
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By 1984, the Macintosh became available, and
with it, programmers were for the first time offered
an easily programmable graphical user interface.
Within a short time, a graphical modeling environ-
ment for System Dynamics modeling, Stella [11],
became available that quickly replaced Dynamo [10]
as the tool of choice for System Dynamics modeling.

Today, more than 20 years later, Stella is still the
most widely used tool for System Dynamics model-
ing. The language has seen a few improvements
over the years, but by and large, it is still the same
software that had been created in the mid 1980s.

A Stella model of population and its two rate
variables is shown in Fig.4.

BE Const

DR Const
Population

\_F S
Death Rate

3

Birth Rate

Figure 4: Stella model of population growth

3 The WORLD3 Model

World Dynamics became quickly one of the most
prominent endeavors of System Dynamics modelers.
Among the earliest world models created for the
Club of Rome were Forrester’s WORLD2 and
Meadows’ WORLD3 models. Both of these models
are made available as part of the new SystemDynam-
ics library.

Which are the most important drivers (accumul-
tors) behind any world model? The list of levels
ought to include at least:

» population
pollution
resource utilization
invested capital
work force
» food

Different world models vary in the degree of so-
phistication, with which they consider these sectors.
In this paper, we shall primarily focus on the

WORLD3 model, as this model has been upgraded
several times, and therefore is still up-to-date.

YV V V V

3.1 Population Dynamics

The population dynamics model of WORLD3 is
shown in Fig.5.

Figure 5: Population dynamics in WORLD3

The model is quite easy to read. The population is
subdivided into four separate levels, representing:

1. children (until age 14)

2. young adults (until age 44)
3. older adults (until age 64)
4. seniors

This division makes sense, as the work force is com-
prised of groups #2 and #3 only, and people of re-
productive age are those in group #2. The rates be-
tween the levels compute the maturation from one
group into the next. Beside from the births and the
final deaths, there are also people dying prematurely
out of each of the four groups.

The birth rate depends on the fertility, which is
computed by another module. The death rates in the
four groups are modeled as tabular functions of the
life expectancy, which is also computed elsewhere.

The model exports the total population and the
labor force, as these variables are used by other
modules.

Notice that WORLD3 is a global model. All
variables are averaged over the entire globe. The
model does not distinguish between Europe and Af-
rica, for example. This limits the types of questions
that may be answered by it.

3.2 Pollution Dynamics

The pollution dynamics model of WORLD3 is de-
picted in Fig.6.

The pollution model contained originally a sin-
gle state variable: the accumulated pollution. New
pollution is being generated in proportion to the total
resource utilization and in proportion to the arable
land used for agriculture. Pollution is being assimi-
lated again in proportion to the accumulated pollu-
tion by the self-regulating mechanisms of this planet.
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Figure 6: Pollution dynamics in WORLD3

Of a more recent vintage is the second state vari-
able that denotes the capital invested in pollution
avoidance technology. Meadows and coworkers rec-
ognized at some point in time that the amount of pol-
lution generated may be partly mitigated by invest-
ing in pollution avoidance technology. The inflow
rate associated with this second state variable is an
unrestricted rate that can also assume negative val-
ues, thereby turning the inflow rate into an outflow
rate.

Notice that this is not a greenhouse gas emission
model. The model attempts to estimate total pollu-
tion of various kinds. The measurement units asso-
ciated with pollution in the model are somewhat ob-
scure.

This would, however, be the place where a
global greenhouse gas emission model could (and
probably should) be added at some point in time.

3.3 Resource Utilization Dynamics

The resource utilization dynamics model of
WORLD3 is depicted in Fig.7.

> o
| 5
|

Figure 7: Resource utilization dynamics in WORLD3

The model is similar in structure to the pollution
dynamics model. Originally, there was only a single
state variable describing the non-recoverable natural
resources that are being depleted. Resource deple-
tion occurs approximately proportional to the total
industrial output. The resources get consumed in the
process of producing goods. As the resources get
depleted, production inevitably slows down.

A second state variable was introduced in a later
version of the model describing the effects of recy-
cling. As resources get recycled rather than dis-
carded, resource utilization for the same amount of
produced goods slows down. The same technologi-
cal advances that enable recycling also reduce the
generation of pollution.

In WORLD3, the production sector is subdivided
into three sub-areas concerning the production of
consumer goods, the production of food, and the pro-
duction of services.

Resource depletion is an important factor in the
model as it negatively influences all three production
sectors.

Notice that the resources, as computed by the
model represent primarily minerals, not fossil fuels.
WORLD3 does not model fossil fuel utilization di-
rectly.

Fossil fuels could (and probably should) be in-
cluded as a separate state variable within the re-
sources sector of the model.

3.4  The Overall Model

The overall WORLD3 model is depicted in Fig.8.
A=F H = A==
[T IEE . N :

Figure 8: Overall WORLD3 model

I subdivided the WORLD3 model into 13 differ-
ent sectors, capturing the dynamics of population,
pollution, arable land development, food production,
the service sector, human fertility, industrial invest-
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ments, the work force, land fertility, the human eco-
logical footprint, the human welfare index, life ex-
pectancy, and last but not least the utilization of non-
recoverable natural resources. Three of those were
presented in the previous sections of this paper. The
overall model invokes one of each of the 13 sector
models and connects the terminal variables of those
sector models among each other.

We are now ready to simulate the model. The
compiled model contains 41 state variables and 265
algebraic variables. A few simulation results are
shown in Figs.9 and 10.
CL—

——— population
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Figure 9: Population as a function of time
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Figure 10: Natural resources as a function of time

The simulation results are identical to those
shown in the book Limits to Growth [8]. The popu-
lation grows until roughly 2030. At that time, the
non-recoverable resources have been depleted to an
extent where production can no longer proceed as
before. In particular, less food gets produced, which
leads to a decline in the population.

Can we trust these results? To answer this ques-
tion, it may be useful to look at scenario #2. In this
scenario, Meadows and his co-workers postulated
that the amount of the remaining non-recoverable
natural resources had been massively underesti-
mated. The amount sill available in 1900 is thus
doubled. Furthermore, it is proposed that, in 2002,
money is being invested in producing the remaining
resources more efficiently.

Some simulation results of this scenario are
shown in Figs. 11 and 12. The results from scenario
#1 are superposed for comparison. We would expect
that, since resource depletion won’t occur as quickly,

the population can continue to grow for some time
after 2030.

populstion (soenario #2)

=igl=

population (scenario #1)
1E10

1800 1350 2000 2080 2100

Figure 11: Population as a function of time (scenario #2)

——— rw_resaurces (scenario #2] ——— rr_resources (scenaria #1)
25612

2.0812

15812 4

10812

5.0811

o
T T T
1800 1350 2000 2080 2100

Figure 12: Resources as a function of time (scenario #2)

In this scenario, the population is indeed able to
grow for a little while longer, but now it starts
shrinking at 2045, although the resources aren’t get-
ting depleted until 2080. This time around, the cause
of the die-off is the pollution. Pollution is allowed to
continue to increase unabated, which eventually
hampers our ability to grow food.

Whereas scenario #1 suffers (in a general sense)
the effects of Peak Oil, scenario #2 is plagued by
Global Warming. Similar results were shown in ear-
lier editions of Limits to Growth [8]. The main dif-
ference between the models is the year, in which cor-
rective action is being taken in the different scenar-
ios. In the first edition of the book, corrective ac-
tions were taken in 1972. However, we already
know that this didn’t happen. Hence, the 3" edition
proposes corrective actions to take place in 2002
only. By postponing the intervention, the window of
opportunity for still influencing the simulation re-
sults in a significant way shrinks.

Why do | believe these results? It is, because
they aren’t very sensitive to the scenario chosen.
Whatever we do, if it is not one factor that brings us
to the limits of growth, it is another ... and irrespec-
tive of what we do, it always happens in the 21 cen-
tury. It may happen a few years earlier or a few
years later, but the general picture doesn’t change at
all.

Also the (much simpler) WORLD2 model that
features a different set of state variables and different
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interactions between them essentially paints the same
picture.

Since the 1980s, we are consuming more re-
sources per time unit than the planet is able to re-
grow [1,12]. We are living beyond our means. This
is not sustainable. It cannot continue indefinitely.

So, will the decline take place? Maybe it won’t.
Maybe the moon is made out of Swiss cheese.

3.5 Analysis of Simulation Results

Meadows and co-workers found two scenarios that
look a bit more hopeful. These are scenarios #6 and
#9. Let me analyze these two scenarios in more de-
tail. To this end, we shall continue the simulation all
the way until 2500.

In scenario #6, a whole palette of interventions
was enacted in 2002. These include the interven-
tions of scenario #2. In addition, money was in-
vested in improved pollution control technology
(scenario #3), in enhanced land yield (scenario #4),
in increased land erosion control (scenario #5), and
in augmented resource utilization efficiency (sce-
nario #6).

Some simulation results are depicted in Fig.13.
[®reeil 0 T M-E:|

—— popuiston -

.....

2000 2300 Hm 2000 200 )

Figure 13: Simulation results of scenario #6

This scenario is indeed sustainable. The world
population hovers at approximately 10 billion peo-
ple. The remaining natural resources get no longer
consumed.

Yet, humanity is paying a heavy price for insist-
ing on maintaining such a large population. It
spends all of its resources in producing food, and
does so with the most primitive of means. The in-
dustrial output, and also the service sector output get
reduced to almost zero. This is also why the remain-
ing natural resources are no longer being consumed.
Worst of all, the life expectancy is back at a value as
it was experienced prior to the industrial age. The

average human dies before age 30 due to huge infant
mortality.

Let us now look at scenario #9. In that scenario,
additional interventions are chosen. The scenario
starts out with scenario #6, but in addition enforces
strict population control (scenario #7), and products
are being built that last 25% longer on average (sce-
narios #8 and #9).

Some simulation results are depicted in Fig.14.
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Figure 14: Simulation results of scenario #9

By enforcing strict population control, the world
population is kept at a maximum value of 8 billion
people. The scenario promises a golden age that will
last for 400 years. Unfortunately, the scenario is not
fully sustainable, as the natural resources continue to
be used up, and by the year 2400, the industrial out-
put, and with it also the population and life expec-
tancy start declining again.

4  Dymolavs. Stella

What have we gained by offering a System Dynam-
ics modeling capability in Dymola and by porting the
WORLD3 model to that new environment?

Stella, contrary to Modelica, is not truly object-
oriented. Large models are handled in Stella by sup-
porting the concept of a virtual canvas. The physical
screen can be scrolled over the virtual canvas, ena-
bling the user to look at parts of the model sepa-
rately. However, there is no feature available that
would help a user find a particular spot, such as the
population dynamics model, on the canvas.

Stella furthermore does not offer an icon editor.
Stella only supports three types of icons that are all
displayed in Fig.4. The square boxes represent lev-
els (or “stocks,” as they are being called in Stella);
the circles with the tap on top denote the rates (or
“flows,” as they are being named in Stella), and the
circles without a tap are everything else (linear and
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non-linear functions, tabular functions). For this rea-
son, Stella diagrams don’t offer mnemonic hints.
They look all the same, irrespective of what they
represent (just like a bond graph [2]).

The numerical ODE solvers offered by Stella are
rather poor. Also, Stella computes internally with an
accuracy of 2 digits after the comma only (triggered
by the fact that Stella is frequently used by econo-
mists who think in terms of dollars and cents).

On the other hand, Stella offers better support in
dealing with tabular functions. Each 1D table is im-
mediately plotted in the parameter window, and the
user can tweak the curve by moving supporting val-
ues around using the mouse.

Furthermore, Dymola forces the user to create a
separate block for each non-linear function and pro-
gram the non-linear relationship either graphically in
its diagram window or alphanumerically in its equa-
tion window. In contrast, Stella offers a generic non-
linear function block that enables the user to create
the non-linear relationship interactively in the pa-
rameter window of that generic block. The user
doesn’t even need to retype the names of the input
variables. The parameter window of that generic
function offers a scroll-down list of the names of all
input variables, and the user can simply click on any
of those in order to get them included in the expres-
sion.

Finally, Modelica has been designed by engi-
neers for engineers. It is based heavily on Sl units.
Whereas the user can declare types based on these
units, he cannot declare new units. Whereas this
works well for most engineering endeavors, it causes
problems when dealing with soft science models.

Sometimes, new derived units are needed. For
example, time in System Dynamics models is often
measured in years rather than seconds. Whereas
Dymola offers the possibility to declare new display
units, the user cannot change the units used in com-
putations. This is inconvenient. Of course, the types
encoded in the Slunits library are based on Sl units.
Thus, if a user wishes to declare his own units, he
will have to declare his own types based on these
units also.

Even worse, however, are those units that cannot
be expressed at all in terms of Sl units. For example,
many System Dynamics models operate on units of
money. Dollars cannot be expressed in terms of SI
units at all.

The most important advantage of Dymola is the
fact that the entire System Dynamics knowledge is
encoded at the level of Modelica. The interface can
therefore be easily modified and enhanced by the

user. In contrast, Stella’s user interface is com-
pletely hard-wired. The user cannot modify the syn-
tax or semantics of Stella in any way, and therefore,
new ideas cannot be incorporated into the code ex-
cept by talking the designers of the tool into includ-
ing them with their next software release.

5 Conclusions

In this paper, a new release, or rather re-
implementation, of the System Dynamics library of
Modelica was presented.

The System Dynamics methodology is very easy
to use, and consequently, does not really require
much of an introduction. The most important value
of a System Dynamics library is the knowledge en-
coded in its application examples. Currently, the by
far most valuable part of the new library are its world
models.

What future additions are in the works? In to-
day’s world of dwindling fossil fuel reserves, it be-
comes important to track how much energy we are
actually using. Whereas classical System Dynamics
is designed to track material flows, it does not track
energy flows. This is a major drawback of the meth-
odology.

For this reason, a second version of the System
Dynamics library has also been released as a sub-
library of BondLib [2], our bond graph library. In
that version, all material flows are represented inter-
nally by bond graphs. A bond graph naturally tracks
energy flows. Each energy flow, in that version of
the library, is represented as the product of a specific
enthalpy and a mass flow. Hence we can track mate-
rial flows and energy flows simultaneously.

When | drive my car from home to work, | am
not only spending energy in the form of the gas that
my car consumes. Some energy was also spent in
producing the car, and more energy will be spent in
discarding it at the end of its lifecycle and in recover-
ing those materials from it that can be recycled.

The accumulated energy that accounts for all of
those indirect uses of energy is called emergy [9].
The specific enthalpy can be used to encode in the
model the specific emergy, i.e., the emergy per unit
of mass.

I plan on porting examples of emergy modeling,
as described in the publications by Howard Odum,
over to the bond graph implementation of the System
Dynamics library, but this work has not yet been
completed.
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Abstract
The manuscript describes a project, currently under development at the Politecnico di Milano,

the aim of which is to create an integrated environment for the modelling and simulation of

process control systems, where the plant(s) are described according to the Modelica object-

oriented paradigm, while the control systems are specified in an IEC 61131.3-compliant

language, and automatically translated into algorithmic Modelica. Preliminary results will be

reported, given the vast scope of the project, but even at the present stage, interesting

discussions are possible on the potentialities and pitfalls of Modelica (and even of object-

oriented modelling at large) when it comes to describe control algorithms of realistic

complexity and size.

1. Introduction

A significant experience is nowadays available on
the use of Modelica to model, simulate and assess
control systems in the process domain [15, 16, 12,
13]. As witnessed by many references (samples
will be given in the final manuscript, including
some directly related to the authors' experience)
there is a correspondingly vast corpus of
libraries, models, and system studies [7, 6, 15, 16,
14, 4].

Based on that experience, a critical point when
dealing with applications of realistic size is
invariantly the “correct” representation of the
control system. The object-oriented paradigm can
be suitably exploited to allow for various,
of

such a

interchangeable  control
different,

possibility is definitely a plus of Modelica.

representations

scalable complexity, and

However, when it comes the time to describe the

control system in full detail, the most effective
way to do so is not only algorithmic, but
compliant with the industrial standard accepted in
that domain, the IEC 61131-3 being the most
important one [8, 18, 17, 9, 5, 2, 11]. Adhering to
an industry standard is beneficial not only in
terms of acceptability of the developed simulators
on the part of people who know much more about
their processes than about simulation (a problem
worth addressing in any case, however) but also
in terms of reduced ambiguity in the realisation
of controller models [3, 4].

After several years of experience on the matter,
the authors are strongly convinced that Modelica
is very well suited as a host language for the
representation of realistic-scale process controls,
but that to do so it is highly desirable to allow for
the specification of such controls in IEC-
compliant languages.
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Based on the above idea, the AutoEdit (the name
may change in the future) project was started.
The aim of the project is to set up a tool
composed of

e a graphical Modelica editor, aimed at
writing the “plant model”,

e an editor for IEC 61131.3 languages (at
present the Ladder Diagram, Sequential
Functional Chart and the Functional
Block Diagram are being considered),
aimed at writing the “control model”,

e a “compiler” capable of translating both
the “plant” and “control” model in a
single Modelica file, to be fed to any
Modelica translator for simulation (the
term ‘“compiler” being used here for
analogy and compatibility with the IEC
terminology, albeit the Modelica jargon
would most likely advise something like
“pre-translator”),

e and a simulation output browser.

To the best of the authors' knowledge, such a tool
is the only one allowing to couple Modelica
process modelling with IEC (i.e., industry
standard) control system representation, greatly
facilitating the creation of simulators of process
control systems.

AutoEdit is fully written in java (hence cross-
platform), uses the XML language as internal
for and

data format maximum openness

transparency, and is entirely free software,
released under the terms of the GPL license. It is
the authors' intention to allow AutoEdit to operate
with any Modelica translator, so as to maximise
its use and to have the maximum amount of
feedback for improvement. At present, the
AutoEdit hosted the URL
http://home.dei.polimi.it/donida/projects.php?proj

ect=AutoEdit

site 1S at

The paper organised as follows. First a minimal
review of the background. Then, a discussion is
carried out on the opportunity of generating
event-driven Modelica code with an ad hoc tool,
instead of describing control system components,
as already attempted, with Modelica (continuous
time based) models. The outcome of such
discussion, as can be guessed, is that the “best”
approach depends on the size of the considered
application, direct generation of algorithmic code
being preferable in the case of large (control)
systems. The AutoEdit project is then described,
illustrating  its goals, structure, organisation,
present state, and future developments.

2. Background

Recent advances in object-oriented modelling
allow to tackle the simulation and the computer-
aided control system design of industrial plants in
a unified framework. Traditionally, however, the
plant study and design, the following design
assessment simulations, the control system
design, the overall system validation, and the
operator training, are not developed in a
coordinate way within a single environment. By
vastly acknowledged opinion, doing so is a waste
of time and resources, not to say a possible source
of errors, because the involved environments are
frequently not compatible each other, requiring
manual intervention to transfer information from
one tool to another..

The Modelica multi-physics approach allows per
se to perform a first integration of two of the
involved frameworks: the plant model and its
control are defined with an equation section for
the plant and an algorithm section for the control
code, and then the two sections are unified in a
single model and simulated simultaneously.

In the present software engineering arena,

translators and cross-compilers are well diffused,
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but basically such tools are available for the
software development only. To the best of the
authors' knowledge there are no similar examples
in simulation for control area, except for some
ad hoc solutions pertaining to the micro-
controller real-time applications.

The AutoEdit is an attempt to fill the gap
sketched above. It is in the first place an
integrated IEC61131.3 compliant environment for
of
programs, having (algorithmic) Modelica as the

the graphical development the control
target language. Moreover, it proposes new
standard for the Ladder Diagram (LD) and
Chart (SFC) file
representations, using the XML language and

Sequential ~ Function
DTD validation. AutoEdit also encompasses a
converter from the SFC XML to LD XML
format, managing different level of variables'
scope, as required to be compatible with the way
IEC-compliant projects are organised. In one
word, AutoEdit is an attempt to allow developing
the model of a complete control application
(process and control system) in a single
environment, and having as final output a

complete simulator of the overall application.

3. Modelling control code in Modelica
Consider the way a control application is
typically developed in an IEC-compliant
environment. The application is composed of
programs, written in one or more of the
supported languages, and linked together by the
development tool. The programs of an application
are organised into sub-applications, that in turn
are deployed to one or more CPUs and arranged
into threads, each one composed of programs that
share the cycle time. i.e., the temporal cadence
for the update of inputs and outputs.

The goal of AutoEdit is to take as inputs

e a model of the plant written in standard
Modelica

e and some description of the control
application (the term “application” being
intended in the IEC sense summarised
above,

producing as output a single Modelica model, to
be fed to any Modelica translator for subsequent
simulation.

The question, then, is how to describe the control
application.

Basically, one can follow two strategies. One is to
the IEC
Modelica models: this is somehow tempting

describe languages' elements as
especially if one considers the graphical IEC
languages (FBD, LD, and SFC). Doing so allows
to take profit from the manipulation capabilities
of the adopted translator, to the apparent
advantage of simulation efficiency.

The other strategy is to translate the IEC
to be

assembled conveniently in blocks, and connected

programs into Modelica algorithms,
to the plant model in the usual way.

AutoEdit takes the second way, for the reasons
summarised in the following. First, especially
large can easily lead symbolic manipulator to
deal with thousands and thousands of variables:
many of them are managed trivially, but the
overhead remains. Then, many problems in IEC-
specified control systems reside in the incorrect
of threads
applications, and therefore — for a credible

synchronisation control and
validation of the control system — representing
that timing (e.g., and typically, with when
clauses) is very important; if this is done, given
the limitations of when-equations, describing the
code as algorithms starts looking advisable. In
addition, the organisation of the code in threads
and sub-applications is typically functional, thus

better reflected in algorithms than in equations.
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Finally, and in some sense as a by-product, if a
tool like AutoEdit
Modelica code starting from an IEC source, then

generates  algorithmic
the same tool can easily be extended to generate —
from the same source — code in virtually any
procedural programming languages. Exploiting
that possibility is in the future plans of the
AutoEdit project, and will lead to a single tool for
the simulation of a complete system (avoiding the
problem of IEC
development environments) and also for the

“how-to-close-the-loop”

generation of the control code to be actually
deployed to the system's CPU(s).

4. An example

A very simple example is now reported to better
illustrate the ideas of section 3. In this example, a
home irrigation plant is introduced. The plant has
an accumulating tank, a pump, two level sensors,
and three valves, each one connected to an
irrigation line. A schematic figure of the plant is
reported as figure 1.

Tank

Vi

PUMP —@ V2

Figure 1: the example plant.

The pump starts pumping water in the tank when
the level of the water is lesser than a OK_LEVEL
(boolean sensor that returns true if covered by
water) level since the water reaches the level
FULL_LEVEL
Everyday, say at 20:00 (event launched by a

(similar  boolean  sensor).

START _CYCLE variable, assumed here to be
managed by some clock external to the program),
each of the valves (V1 to V3) has to be opened.
Each valve, one for each zone, remains opened
for 10 minutes and then is closed. There is also a
ON/OFF command: if ON is true then the plant
works as described below, otherwise all the
valves are opened, and the pump is stopped.

Figure 2 shows the overall control program,
written in the SFC language, as is appears in the
AutoEdit window. It is possible to recognise the
various elements of the (very simple) control
logic, and to appreciate the similarity of the user
interface to that of the typical IEC-compliant
environments (to the advantage of acceptability
on the part of control system developers). We do
not report simulations here since the plant and
control operation in this example are very simple,
and would not contribute to the purpose of this

paper.

[ Autoedit Plant.xml =020

|

[START_CYCL| LON
JAND ON;
IR 2-2:1D: 5

[l D

’5—- 3(SET); b
T

4] 1l | D

[4]

Figure 2: the example plant control in SFC.

In the example the translation was very simple
but, when considering industrial applications of
realistic size, the number and length of the lines
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of control code would increase dramatically, and
automatic generation of the algorithmic code
would prove necessary. In addition to this if we
consider the possibility to have heterogeneous
IEC-compliant programs a mixture of ST, LD and
SFC implementation, the complexity further
increases.

Thanks to the AutoEdit conversion utility, it is
possible to translate the SFC programs into LD
and then, automatically, to Modelica algorithm-

based models. The translation of an

E] € Applicazioni Risorse Desktop (@ [

File Edit View Tools Window Help
Q|O® 0 |

AutoEdit 2004

heterogeneous IEC control program is perfectly
transparent to the AutoEdit user.

4. The AutoEdit project

The project started in the 2004 with the intent to
realise a Java graphical application to support
graphical programming for the LD, SFC and
Structured Text (ST) languages.

From 2004 to 2006 a graphical application was
therefore developed to graphically support the
SFC and LD programming.

= Modelica = mEi
9 [ Library

JEdit - Modelica Mechanics Rotational ConstantSpeed17661 mot =72 7ioi

o [ Blocks :
&[] Constants Mlof ble g
e 7 Electrical E & Mol

o [Jlcons : ~Tood &

earch Markers Folding Vi

Macros Flugin Helg

o 3 Math ' o)
¢ 9 Mechanics : =
9 3 Rotational -
[ Accelerats E M
[ BearingFriction E <
[ Brake K
[ ciuten
[ Constantspeed
[ constamTorque
[ pamper E M
[} ElastoBacklash E

[
T
2

o [ Examples
[ Fixed
[ Gear

[ Gearz

[ GearEfficiency
[ 1dealGear E
[ 1deaiGearr2T [
[ 1dealflanetary

[ Inertia 1

rotation axis

1= fan ‘v
15 nodeled with elaa]

pring constant (c

[ o - |

o CJ Imerfaces : —
[ LinearSpeedbependentTorque : Ul
[ LossyGear : </HTHL>.

[} onewayClutch E
[ Position (]
[} quacrraticspeedDependentTorque end Flnernfiasi aehe

equation .
w_rel=der(phi_re1);.

[ wove E | "3, Icangeoordinatesysten(extent={{-100.0,-100.0},{100.0,100.0}}), graphics={Lije(points={{-80.0,32.0},{-58]

— Tau=if b2 > b_win then 1f phi_rel = b2 then c*(phi_rel - phi_rel0 - b2) + d*wlrel else i phi_rel < -b2 th

1

[ RelativeStates lul

Dl

) 3T

Z] [ & fiippo@filippo-Beng: ~/Desktopttl || 2 AutoEdit 2004

[ 7 Fieautoedit (~Desktop) - gedit

bl
[JCGET

Figure 3: The AutoEdit main window.

Starting from 2006, the target was widened as
illustrated in section 3, so as to integrate the
AutoEdit environment with a Modelica editor,
and then (starting in 2007) to create a converter
from SFC, LD XML and Modelica algorithmic-
based .mo files. This is — more or less — the
present state of the project. Notice that a high
development effort is being spent on AutoEdit, so
that the mentioned state 1is continuously
changing. The reader is referred to the project site

for up-to-date information.

Here, just some samples of the AutoEdit
operation are given. Space limitations prevent
from reporting here any technical detail, that can
anyway be figured out from the site, and will also
be available in the system documentation.

Figure 3 shows the main window of AutoEdit
with a Modelica model open for editing. It is
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possible to see the multiple subwindows scheme,
allowing simultaneous editing of multiple
(process and/or control) models. The AutoEdit
text editor, thanks to the integration of the JEdit
software, offers many functionalities, among
which syntax highlighting, bracket highlighting,
text folding (also for annotations), word auto-
completion, auto-indentation and many others
utilities. of multiple models.

E] & Applicazioni Risorse Desktop @@

— AutoEdit 2004

File Edit ¥iew Tools Window Help

Figure 4, on the other hand, shows the conversion
from SFC to LD, namely of the pump control
program in the example introduced above. It is
possible to appreciate the usefulness of having
simultaneous views of the same code with
different representations, a facility offered by
several IEC-compliant environments, and of high
usefulness according to the opinions of the
industrial community.

S MO <% s 2

PER|

QOREAR | «B | | il | b | B |
e o el | o | e maa el | e | el mig | @
Cd Modlelica 4 t
. = —
# J Liorary : — 5] Autoedit Pump_LD.xm| i
& ] Blacks I =

o [ Blocks
o~ Constants

Diction ] PUMP(RST) :
0-1:10:1

InitDone

& ] Modelica model
& 9 Modelica result
[CIIECA1131-2

¢ [ Constants : ——— Iniziofrog
o 7 Electrical N oca g
& [ Electrical : E—— 1OK_LEVEL
- g Icons : Dictionar + ;ND on InitDone
p 1-1;10:2
o [ lcons J| @ Boolean O Integer F—(s)——
o I Math E
M O Timer O Message T ] puwecET;
o Emath E | steplnitiall trans2
& 3 Mechanics Declared Variables p-1:10:3 mizioProgr.: 1 | L :
o 2] Mechanics AT ot 1T 1 L
& CISlunits A vz FULL_LEVEL]
o [ Slunits vz ismia |RHON step3 trans4
¢ [ UsersGuide Al va | A PN }
o 3 UsersGuide : urnp, I 1 | { ) |

ULL_LEVEL d/
K_LEVEL 4-1;10:18
M

trans2 steplnitiall

9 I Sequential Function Chart |-
[ Pump.sxemi
[ Plant xmi

R |
step3
S
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[ Pump_LD. xmi
=g Dictionary

rans4 step3

[ connections

[=J Unknown M selected variables
[T Project E

I 1| (R) |
steps
L5

i N
O Error g N

Types
Q Input (o]
Q Internal C

Initial value

Figure 4: the pump control program converted from SFC to LD by AutoEdit.

S. Future developments

Many interesting “future works” arise for the
AutoEdit project from the scenario synthetically
described possible
developments, those that seem more promising,

above. Among those
and are therefore scheduled as work to be done in
the near future, are

e the development of a 3d viewer for the
simulation data,
e the addition of other advanced editing

functionalities,

e the exploitation of interaction/integration
possibilities with other IEC-compliant
tools,

e the output of ad hoc real-time code in
several languages, the C languages being
for obvious reasons the first to be
considered,

e the addition of multitasking support.

6. Conclusions

A Java-based integrated environment for the
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of
simulation models of controlled plants, namely

development complete  object-oriented
the AutoEdit project, was presented.

The goal of AutoEdit is to allow the user to create
both the plant model, using the power of the
Modelica language, and an algorithmic model of
the control program, adhering to the IEC61131.3
industry standard,

As such, AutoEdit not only proposes a software
solution, but also tries to suggest new standards
and ideas for unifying two of the most important
activities of the computer-aided engineering
tasks: model and control co-simulation.
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Abstract

Any mature modeling and simulation language should
provide support for error recovery. Errors might always
appear in the runtime of such languages and the devel-
oper should be able to specify alternatives when fail-
ures happen. In this paper we present the design and
implementation of exception handling in Modelica. To
our knowledge this is the first approach of integrating
equation-based object-oriented languages (EOO) with
exception handling.

Keywords: Exception handling, Modelica.

1 Introduction

According to the terminology defined in IEEE Standard
100 [9], we define an error to be something that is
made by humans. Caused by an error, a fault (also bug
or defect) exists in an artifact, e.g. a model. If a fault is
executed, this results in a failure, making it possible to
detect that something has gone wrong.

Approaches to statically prevent and localize faults
in equation-based object-oriented modeling languages
are presented in [16] and [17]. However, in this paper
we focus on language mechanisms for dynamically
handling certain classes of faults and exceptional condi-
tions within the application itself. This is known as ex-
ception handling. An exception is a condition that
changes the normal flow of control in a program.

Language features for exception handling are avail-
able for most modern programming languages, e.g.
object oriented languages such as Java [15], C++ [14],
and functional languages such as Haskell [3], OCaml
[12], and Standard ML [13].

However, exception handling is currently missing
from Object-Oriented Equation-Based (EOO) Lan-
guages like Modelica [2][6], VHDL-AMS [10],
gPROMS [11].

A short sketch of the syntax of exception handling
for Modelica was presented in a paper on Modelica
Metaprogramming extensions [5], but the design was

incomplete, not implemented, and no further work was
done at that time.

The design of exception handling capabilities in
Modelica is currently work in progress. The following
constructs are being proposed:

e A try...catch statement or expression.
e A throw (...) call for raising exceptions.

We have tried to keep the design of syntax and seman-
tics of exception handling in Modelica as close as pos-
sible to existing language constructs from C++ and
Java, while being consistent with Modelica syntax
style.

2 Applications of Exceptions

In this section we provide examples of exception han-
dling usefulness. There are three contexts in which ex-
ceptions can be thrown and caught: expression level,
algorithm level and equation level.

import Modelica.Exceptions=Exn;

function log

input Real x;

output Real y;
algorithm

y =

if x <=0

then

throw (Exn.InvalidArgumentException (
message="Logarithm is undefined

for ..."))
else
Modelica.Math.log (x) ;
end log;

Function log defined above will throw an exception if
it is provided with an invalid argument. This is not only
useful for mathematical functions, but also for func-
tions (i.e. like the ones in Modelica.Utilities
package) that deal with errors due to the operating sys-
tem. A common for all tools standard hierarchy of ex-
ceptions could be defined in the Modelica Standard
Library for all the exceptions categories needed. De-
pending on the simulation runtime implementation (i.e.
language of choice) of the Modelica tool exceptions
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could be translated from Modelica to the runtime and
back.

A model that uses the try-catch construct in the ex-
pression and equation contexts is presented below:

model Test

// try to read a value from file

// and if it fails just give it

// a default value.

parameter Real p=
try
readRealParameter ("file.txt", "p")
catch (Exn.IOException e)

0
end try;
Real x;
Real vy;
equation
try
y = log(x) ;

catch (Exn.InvalidArgumentException e)
// terminate the simulation with
// a message on what went wrong
terminate (e.message) ;
end try;
end Test;

In this model exception handling in expressions and
equations are shown. In the case of exception handling
in equations the example just terminates the simulation
with an exception.

As one may have noticed the exceptions can be
thrown during:

e Compilation time for expressions or functions that
are evaluated at compile time

e Simulation time, due to exceptions raised into the
solver, functions, expressions or equations.

All the exceptions raised during compile time are re-
ported to the user. The exceptions which are caught are
reported as warnings and the un-caught ones are re-
ported as errors.

3 Exception Handling

In this section we present the design of the exception
handling constructs. The grammar of the try-catch con-
structs is given below. The grammar follows the style
from the Modelica Specification [6] and uses constructs
defined there. Different try clauses for each of the ex-
pression, statements and equations contexts are defined.

exception declaration:
type specifier IDENT
["(" exception arguments ")"]

exception_arguments:
expression
[ "," exception_arguments ]
| named arguments

named_arguments:
named argument [ "," named arguments ]

named_argument :

IDENT "=" expression
name:
IDENT [ "." name ]

throw clause:
throw [" (" name
[ "(" exception arguments ")"] ")" ]

try clause expression:
try
expression
( else catch clause expression
| catch clause expression
{ catch clause expresion }
[ else catch clause expression ] )
end try

catch clause expression:
catch " (" exception declaration ")"
expression

else catch clause expression:
elsecatch
expression

try clause_algorithm:
try
{ statement ";" }
( else catch clause algorithm
| catch clause algorithm
{ catch clause algorithm }
[ else catch clause algorithm ] )
end try

catch clause algorithm:
catch " (" exception declaration ")"
{ statement ";" }

else_catch clause algorithm
elsecatch
{ statement ";" }

try clause_equation
try
{ equation ";" }
( else catch clause equation
| catch clause equation
{ catch clause equation }
[ else catch clause equation ] )
end try

catch clause equation:
catch " (" exception declaration ")"
{ equation ";" }

else catch clause expression:
elsecatch
{ equation ";" }

Throwing via throw; without any parameter can only
appear inside the catch clause and will throw the cur-
rently caught exception. This constraint is not specified
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in the above grammar to keep it simple. Of course, it
could be also checked by the semantics phase.

The try-catch clauses shown here are part of the
various contexts rules in Modelica grammar: expres-
sions, algorithm and equation.

3.1 Exception Handling for Statements

The statement variant has approximately the following
syntax:
try
<statementsl>
catch(<exception declaration>)

<statements2>
end try;

The semantics of a try-catch for statements is as fol-
lows: An exception generated from a failure during the
execution of statementsl will lead to the execution
of statements2 if the exception matches the catch
clause.

3.2 Exception Handling for Expressions

The syntax of the expression variant is as follows:

try
<expressionl>

catch (<exception declarations>)
<expression2>

end try;

The semantics of a try-catch for expressions is as fol-
lows: An exception generated from a failure while exe-
cuting expressionl will lead to the execution of ex-
pression2 if the exception matches the catch clause.

3.3 Exception Handling for EOO

What does it mean to have exception handling for equa-
tion-based models? For example, if an uncaught excep-
tion, e.g. division by zero, occurs in any of the expres-
sions or statements executed during the solution of the
equation-system generated from the model, the catch
could handle this, e.g. by simulating an alternative
model (providing alternate equations), or stopping the
simulation in a graceful way, e.g. by an error-message
to the user. The number of equations within the try con-
struct must be the same as the number of equations in
the catch part. This restriction is needed because mod-
els must be balanced. Of course, the restriction does
not apply for the catch parts that only terminates the
simulation and reports an error.
The syntax of the equation variant is as follows:

try
<equationsls
catch(<exception declarations>)
<equations2> | <terminate(...)>
end try;

The semantics of a try-catch for equations is as follows:
If a failure generating an exception occurs during the
solution of the equations in the set of equations denoted
equationsi, then if the catch matches the raised ex-
ception, then instead the equations?2 set is solved.

The source of the exception can be in the expres-
sions and functions called in equationsi1, which are
evaluated during the solving process. Certain excep-
tions might originate from the solver. In that case, a
few selected solver exceptions need to be standardized
and predefined.

The semantics of try-catch for equations is similar
to the one for if-equations, with the difference that the
event triggering the catch block is when an exception is
thrown.

There could be several semantics for try-catch in
equation section and they are discussed in Section 8.

3.4 Exception Handling and external functions

The compiler should be able to check the exceptions in
order to:

e Report an error if the catch part tries to catch an ex-
ception that will never be thrown.

e Report exceptions that are not caught anywhere

e Generate efficient code for exceptions

The compiler can find automatically at compilation
time what exceptions are thrown from models and
functions defined in Modelica. However, the compiler
must be provided with additional help when it comes to
external functions. Therefore, when declaring external
functions, the exceptions that might be thrown by them
have to be declared too.

We could model this additional information in two
ways: directly in the grammar or as annotations.

Directly in the grammar as part of the ele-
ment list (check the Modelica grammar for the ele-
ment list specification) of the function or model:

throws _declaration:
throws name { "," name } ";"

Is not really needed to specify in the grammar the pos-
sible exceptions to be thrown, we could use annotations
instead:

annotation (throws={namel, name2, ... };

Names used above are constructed according to name
grammar rule specified in the beginning of this section.

In the literature this feature of the compiler (or the
language) is called Checked exceptions [18].
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_4.

4 Transforming matchcontinue Fail
Semantics

The current MetaModelica language extension has a
simple fail semantics: fail exceptions can be thrown
explicitly (via a £ail () call) or implicitly (e.g., via a
failure due to no patterns matching in a called func-
tion), and be caught/handled within the subsequent
case(s) in the matchcontinue construct matching the
same pattern.

The matchcontinue construct can be transformed
into a match-expression that does not have the continue
semantics after a failure, however requiring that the fail
exception is caught in the same case branch.

Example:
matchcontinue x local
case Plus(a,b) equation // raise
. ..generateFailureException. ..
case Plus(a,b) equation // Catch

handleFailure (a,b)
case _ handle All Inclusive_case();
end matchcontinue

can be transformed into the following:

match x local
case Plus(a,b)
try
. ..generateFailureException. ..
catch(Fail fail)
handleFailure (a,b)
end try;
case  handle All Inclusive case();
end match;

equation

This transformation will be supported by a refactoring
tool to transform existing code based on matchcon-
tinue constructs into faster and clenrer code based on
the match construct combined with exception han-
dling. Such transformation will speed up the Open-
Modelica compiler, by removing many uses of match-
continue with repeated matching due to overlapping
patterns.

5 Exception Values

In this section we discuss different ways of represent-
ing exception values in Modelica. In general exceptions
are values of a user defined type. Certain exceptions,
such as DivisionByZero or ArrayIndexOutOf-
Bounds are predefined. The user should be able to de-
fine exceptions hierarchically (i.e. packages of excep-
tions) and use inheritance to add extra information
(components) to existing exceptions, thus creating spe-
cialized exceptions.

5.1 Exceptions as Types
We can model exceptions as a built-in Modelica type
Exception. A pseudo-class declaration of such a type
and its usage would look like:

type Exception
// the value of the exception is
// a string, accessed directly
StringType ’'value’

end Exception;

// Defining a new exception
type E1

extends Exception;
end E1;

// Instantiate new exception
El el = "exception E1";

// Raise new exception

throw el;

// Adding more information to an exception
type E2

extends E1;

parameter String morelInfo;
end E2;

// Instantiate the exception
E2 e2 (moreInfo="E2 add") = "exception E2";

// Throw exception
throw (e2) ;

try

catch(E2 e2)
// here you can access the
// e2 value directly
// but you cannot access e2.morelInfo

catch(El el)
// here you can access the
// value of el directly
end try;

Because we extend a basic type, it is possible to add
more information to the exception, but this information
cannot be accessed via dot notation.

5.2 Exceptions as Records

Another way to model exceptions is as Modelica re-
cords.

record Exception
parameter String message;
end Exception;

// defining a new exception
record E1
extends Exception(message="E1");
parameter String morelInfo;
end E1;

// instantiate new exception
El el (moreInfo="More Info");

// raise new exception
throw(el) ;
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// Try and catch
try

catch (El el)
// here you can access e.message
// and e.moreInfo
catch (Exception e)
// here you can access e.message
end try;

Modeling exceptions as records has many of the de-
sired properties that a user might want. The problems
we see here are that:

e Is not very intuitive to throw and catch arbitrary re-
cords.

e The hierarchical structure is partly lost during flat-
tening, which means that for the records used in the
throw/try-catch constructs this information should
be preserved.

e The inheritance hierarchy is flattened for records
and one would like to keep it intact to be able to
catch exceptions starting from very specific (at the
bottom of the inheritance hierarchy) to more general
(at the top of the inheritance hierarchy)

We think that a better approach is with a new restricted
Modelica class called exception.

5.3 New Restricted Class: exception

We believe that the best way to model exceptions in
Modelica is by extending the language with a new re-
stricted class called exception. Moreover, similar de-
sign choices have been made in Java or Standard ML,
with their predefined exception types. In Java one can
only throw objects of the java.lang.Throwable and
its superclass java.lang.Exception. The C++ lan-
guage allows throwing of values of any type. In Stan-
dard ML and OCaml exceptions values and their type
need to be defined using a special syntax.

Exceptions can be represented in Modelica as a new
restricted class in the following way:

exception El1

parameter String message;
end E1;

El el (message="More Info");
throw(el); // raise new exception

// defining a new exception
exception E2
extends El (message="E2");
parameter String morelInfo;
end E2;

// instantiate new exception
E2 e2 (moreInfo="More Info");
throw(e2); // raise new exception

try

catch(E2 e2)
// here you can access e.message
// and e.moreInfo
catch(El el)
// here you can access e.message
end try;

Having a specific restricted class for exceptions would
have the following advantages:

e Throwing and catching only values of restricted
class exception is more intuitive than using records.

e Both the structural hierarchy and the inheritance hi-
erarchy of the exceptions can be kept during flatten-
ing and translated to C++, Java, Standard ML or
OCaml code more easily.

e The type checking of throw and try-catch constructs
would be more specific and straightforward.

6 Typing Exceptions

Modelica features a structural type system, which
means that two structures can be in the subtype rela-
tionship even if they have no explicit inheritance speci-
fied between them.

The type checking procedure for exceptions has to
be different than for all the other constructs, namely:

e Only restricted classes of type exception can be
thrown.

e When eclaborating declarations of restricted class
exception the subtype relationship applies only if
there is specific inheritance relation between excep-
tions. This is needed because the exceptions have to
be matched by name and have to be ordered so that
the most specific case (supertype) is first and the
least specific (subtype) is last in a catch clause.

e When translation declarations of restricted class ex-
ception there will be no flattening of the inheritance
hierarchy.

e When elaborating catch clauses the compiler has to:
1) match the exception by name, ii) reorder the catch
clauses in the inverse order of the inheritance rela-
tion between exceptions or give an error if the less
specific exceptions are matched before the more
specific ones.

e The compiler has to check if an exception specified
in the catch clause will actually be thrown from the
try body or not. If such exception is not thrown the
compiler can either discard the catch clause or issue
a warning/error at that specific point.

With these new rules the typing of exception declara-
tions, exception values and catch clauses can be
achieved. After the translation, the runtime system and
the language in which was implemented (C++, Java,
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Standard ML) will provide the rest of the checking for
exceptions.

7 Implementation

In this section we briefly present the OpenModelica
implementation of exception handling. When referring
to Exception Hierarchy we mean both the structural
hierarchy and the inheritance hierarchy.

Modelica Code
with Exception handling and
Exception Hierarchy

U

FlatModelica Code
with Exception handling and
the Exception Hierarchy

U

DAE with Exception handling
and the Exception Hierarchy

U

C++ Code and
C++ Exception handling and
C++ Exception Hierarchy

Figure 1. Exception handling translation strategy.

7.1 Overview

The general translation of Modelica with exception
handling follows the path described in Error! Refer-
ence source not found.. The exception handler and the
exception hierarchy are passed through the compiler via
the intermediate representations of each phase until the
C++ code is generated (or any other language code
used in the backends of different Modelica compilers).

The specific OpenModelica translation path for
Modelica code with exception handling is presented in
Figure 2.

Exception handling in OpenModelica required the fol-
lowing extensions:

e The parser was extended with the proposed excep-
tion handling grammar.

¢ Each intermediate representation of the OpenMode-
lica compiler was augmented with support for ex-
ceptions.

Both the structural and the inheritance hierarchy of the
exceptions are passed through the OpenModelica com-
piler until C++ code is generated.

Modelica Code
with Exceptions

A 4

Parse

Absyn

SCode
SCode
A 4

Inst

DAE Functions"

| DAE Eq/Aig

CodeGen DAELow

DAELow
v

C++H Functions

SimCodeGen

C++ Simulation‘ Code

C++ Code and
C++ Exception handling and
C++ Exception Hierarchy

Figure 2. OpenModelica implementation.

7.2 Translation of Exception values

The translation from the internal representation to C++
code is straightforward: a Modelica exception maps to
a C++ class. For example, the following Modelica code
with exceptions:

exception E
parameter String message;
end E;

exception E1
extends E (message="E1") ;
parameter Integer id = 1;
end E1;

is translated into the following C++ code:

class E
public:
modelica string message;
E(modelica string message modification)

{

message = message modification;

}
E()
{

message = ""; }
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class E1 : public E Modelica C++
{ Statements
public:
t t
modelica integer id; rZstatements> tY
El (modelica string message modification, .
. ) . ! catch(E e) // Modelica
modelica integer id modification) .
{ — — <statements> // corresponding
d try;
message = message modification; en ry // C++ statements
= - i catch(E *e
} id id modification h( )
?1() // Modelica
messade = "ELM: // corresponding
. a g B ! // C++ statements
id = 1;
} }
Modelica C++
} deli
. . . . . Equations
The following Modelica code for exception instantia-
tion and exception throwing: eventl=false;
N event2=false;
r
E e; throw(e); ZeqnsA>
. . while time < stopTime
El el; throw(el); catch (Ex1 el) ; ©
egnsB
El e2 (message="E2", id=2); n; Er -7 try(
throw (e2) ; e Yi call SOLVER for problem:
if eventl
El e3 (message="E3"); then
throw (e3) ; eqnsB;
else
is translated to the following C++ code: try egnsA
<eqnsCs> end if;
E *e = new E(); throw e; N E (Ex2 2)
El *el = new E1(); throw el; catc Xz € if event?2
<egnsD> D
. egnsb;
El *e2 = new E1("E2", 2); end try; else
throw e2; eqgqnsC;
end if;
El *e3 = new E1(); }
e3->message = "E3”; catch (Exl *el)
throw e3; {
. . . discard posible
Is also possible to represent exception values in C++ as calculated current
objects allocated on the stack, i.e.: E1 e2 ("E2", 2) ;. step values;
reinit the solver
7.3  Translation of Exception handling with previous step
values;
The C++ exception handling code follows the Modelica }eventl = true;
code. The .tablle belqw defines the transjlatlon prqcedure catch (Ex2 *e2)
for Modelica including the MetaModelica extensions. {
discard posible
Modelica C++ calculated current
Expressions step values;
reinit the solver
with previous step
X = modelica type temp; values;
try event2 = true;
expl try }
catch(E e) { }
exp2 temp = expl;
end try; }

catch(E *e)

{

temp = exp2;

}
X = temp;

8 Further Discussion

During the design and implementation of exception
handling we have encountered various issues which we
will present in this section. The exception handling in
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expressions and algorithm sections are straightforward.
However when extending exception handling for equa-
tion sections there are several questions which influ-
ence the design choices that come to mind:

Questions: Is the exception handling necessary for
equation sections? If yes, what are the semantics that
would bring the most usefulness to the language?

Answers: We believe that exception handling is neces-
sary in the equation sections at least to give more useful
errors to the user (i.e. with terminate (message) in
the catch clause) or to provide an alternative for grace-
fully continuing the simulation. Right now in Modelica
there is no way to tell where a simulation failed. There
are assert statements that provide some kind of lower
level checking but they do not function very well in the
context of external functions. As example where alter-
native equations for simulation might be needed we can
think of the same system in different level of detail.
Where the detailed system can fail due to complexity
and numerical problem the simulation can be continued
with the less complex system.

Semantics of try-catch in equation sections

Several semantics can be employed to deal with try-

catch clauses in equation sections:

1. Terminate the simulation with a message (as we
show in application section)

2. Continue the simulation with the alternative equa-
tions from the catch clause activated and the ones
from the try-body disabled. When the exception
occurs the calculated values in that solver step are
discarded and the solver is called again with previ-
ous values and the alternative from the catch
clause.

3. Signal the user that an exception occurred and re-
start the simulation from the beginning with the
catch-clause equations activated.

4. When an exception occurs, discard the values cal-
culated in the current step and activate the alterna-
tive equations from catch-clause. However, at the
next step try again the equations from the try-body.
This will make the catch-clause equation active
only for the steps where an error might occur.

We think that the most useful design for exception
handling in equation section is the one that has both
features 1 and 2 active.

9 Conclusions

We have presented the design and the implementation
of exception handling for Modelica. We strongly be-

lieve in the need for a well designed exception handling
in Modelica. By adding exception handling constructs
to the language we get a more complete language and
provide the developer with means to better control ex-
ceptions. There are several issues that have to be con-
sidered when designing and implementing these con-
structs which we have discussed in this paper.
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Abstract

For the modeling and simulation of the Gasification
Island a new Modelica library Gasificationlsland
was developed. Therefore new components had to be
generated, like the gasifier or the components of the
pneumatic feeding system. The developed models
are based on the Modelica_Fluid and the Mode-
lica.Media libraries. In this paper the structure of the
most important component models and the main
modeling assumptions are illustrated.

Keywords: Gasification Island modeling; SFG

1 Introduction
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Figure 1: usage of the syngas from the gasification [1]
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The gasification process is of great importance for
the electrical and basic chemical industry as it con-
verts any carbon-containing material into a synthesis
gas (syngas) composed primarily of carbon monox-

syntheses in the petrochemical and refining industry,
like Methanol or Fischer Tropsch Synthesis (Figure
1). The modeling of the gasification process is till
this day a great challenge.

1.1  The gasification process

Gasification means the thermo-chemical conversion
of fuels with a reactant to a combustible gas, which
is rich of the components CO, H, and CH,4. The most
proceeded reactions are partial oxidation procedures,
which take place with oxygen in free (elemental) or
bounded form (H,O, CO,). These partial oxidations
are interfered in dependence of the process and the
process parameters with pyrolysis or devolatilization
and hydrogenation processes [2].

The gasification process can be divided into different
types according to the gasification agent/heat supply
(autothermic, allothermic or hydrogenating gasifica-
tion), the gas-solid-contacting (fixed/moving bed,
fluidized bed or entrained flow gasification) or con-
cerning the process temperature (above or below ash
melting point).

This paper deals with the SFG gasification process,
which is an autothermic, entrained flow gasifier with
temperatures in the gasifier above the ash melting
point.

In the gasification process a large number of reac-
tions take place. Principle chemical reactions are
those involving carbon, carbon monoxide, carbon
dioxide, hydrogen, water (or steam) and methane [3]:

combustion reactions

ide and hydrogen. This syngas can be used as a fuel C+0.50, -»CO -111 MJ/kmol

in a combined cycle to generate electricity (Inte-

grated Gasification Combined Cycle). But it can also €0+0.50, »CO, -283 MJ/kmol

be used as a basic chemical for a large number of H,+0.50, >H,O -242 MJ/kmol
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Boudouard reaction

C+CO,«<2CO +172 MJ/kmol

water gas reaction

C+H,0-CO+H, +131 MJ/kmol

methanation reaction

C+2H,<CH, -75 MJ/kmol
CO shift reaction
CO+H,0-CO,+H, -41 MJ/kmol

steam methane reforming reaction
CH,+H,0-CO+3H, +206 MJ/kmol

Most fuels contain additional components beside
carbon, hydrogen and oxygen, e.g. sulfur, nitrogen or
minerals. Sulfur in the fuel is converted into H,S and
COS and the nitrogen into elemental nitrogen, NH;
or HCN.

1.2 The SFG Gasification Island

The SFG Gasification Island consists of the SFG
gasifier itself, the pneumatic feeding system and the
gas treatment system (Figure 2).

Pneumatic Feeding System for
Solid Materials

Raw Gas.
170 to 230°C

Black Water
Treatment

—»
l Waste Water

Slag

Figure 2: SFG Gasification Island [4]

The solid fuel (e.g. coal) is fed into the SFG-Reactor
through a pneumatic feeding system. In the reactor
the carbon rich fuel will be partially oxidized under
high pressure and under the addition of oxygen as

gasifying agent and steam as temperature moderator
into a raw gas. Minerals in the fuel are separated and
leave the bottom of the gasifier as an inert glass-like
slag. The raw gas is cooled down and saturated in the
guench. Afterwards it flows in the venturi wash and
in the partial condenser, where the raw gas is cooled
down and the solid particles are separated from the
raw gas.

2 Gasificationlsland Library Over-
view

The Gasificationlsland library is an in-house Mode-
lica library for the transient simulation of the Gasifi-
cation Island process. The library is designed in a
joint project with Siemens Fuel Gasification Tech-
nology GmbH Freiberg. The intention of the project
is to apply these models to analyze the behavior of
the different sub-processes as well as the whole
Gasification Island at load changes or disturbances
and to test new control strategies (see chapter 4).
Furthermore the library shall be utilized in the plant
shop tests prior real commissioning on site.

The developed models are based on the Mode-
lica_Fluid and the Modelica.Media libraries.

The library is divided into functional sub-packages.
In Figure 3 a screen shot of the first hierarchical
level of the library is shown.

[ Gasification sland
* [JMedia

+ ﬁLockHopperSyslem
* [ Reactw

* [ Quench

+ ﬁSIagDischarge
* [ GasTraatment
* ] Sources

* [JIFunctiores

* ]l Controller

* [JModel

Figure 3: screen shot of the Gasificationlsland library
in the package browser

The Media package contains all the used media
models like raw gas, slag or coal. The solids are
simulated as media with constant properties, like the
ConstantPropertyLiquidWater in  the  Mode-
lica.Media library.

The package LockHopperSystem includes all com-
ponent models of the pneumatic feeding system, e.g.
lock hopper, storage bin or feeding vessel.
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The packages Reactor/Quench comprise the models
of the gasification reactor and the quench.

The SlagDischarge package includes the models of
the slag hopper and the flushing tank.

The GasTreatment package contains models of the
venturi scrubber, partial condenser and drums.

The Controller package includes the sequence con-
trol of the batch processes for the pneumatic feeding
system and the slag discharge system. The control-
lers were modeled by the Modelica.StateGraph li-
brary.

The package Model comprises the different simu-
lated sub processes of the gasification island and a
model of the complete process.

In the following section the structure and the main
modeling assumptions for some selected components
will be illustrated.

3 Developed Models

3.1 Lock Hopper System

3.1.1 Storage bin

LR R- AR Rl-R

Figure 4: screen shot of the storage bin icon

The storage bin should ensure the uninterrupted ser-
vice of the gasification reactor with coal. The storage
bin works at ambient pressure.

In practice the pneumatic feeding system consists of
more then one lock hopper, so the storage bin needs
as many outlets as lock hoppers exist. For solid flow
the outlet form is conical (Figure 4). To simulate the
filling level of this geometrical form the storage bin
was divided into segments. The single segments are
connected through valves. These valves have a huge
Kv flow coefficient and ensure the mass flow be-
tween the segments. So it can be guaranteed that the
filling level in each storage bin segment is the same.
There is only one exception: if the filling level is
lower than the high of the cone no more mass trans-
fer between the segments occurs. This is realized by
setting the outlet pressure of the segment connec-
tions to a defined minimum value. Furthermore the
inlet flow is split to the segments. Figure 5 shows the

implementation of a storage bin with six outlets in
the Dymola Diagram Layer.

port_a

O O

Figure 5: screen shot of the Implementation of a stor-
age bin with 6 outlets in the Dymola Diagram Layer

For the outlet ports the coal mass flow is defined.
The following function is used [5]:

d
_0.1-A .05, 2.5
a | Pr Y d, 05

m..,.,=03-[1-e _— .
tan(]/) X ﬁ0.36

c,out

-

There d , is the diameter of the lock hopper outflow,
d, is the mean diameter of the coal particle, p, is
the particle density, y is the repose angle, f is the
cone angle and h is the fill level of the coal.

3.1.2 Lock Hopper

>
L

Figure 6: screen shot of the lock hopper icon

For dosing of the pulverized coal into the reactor it is
necessary to bring it into a pressure system that op-
erates at a pressure level higher than the reactor pres-
sure. This is fulfilled by the lock hoppers. Therefore
4 sequences appear:
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- filling of the lock hopper with coal until the
maximum level is reached

- pressurizing of the coal. Therefore a pressur-
ized inert gas is fed into the lock hopper

- discharging of the lock hopper into the feed-
ing vessel

- depressurizing of the gas

In the lock hopper are two different media: the gas
and the coal medium. For each a mass balance is
considered but only one energy balance is imple-
mented. Furthermore the wall material is regarded as
a heat storage system and convective heat transfer
between the gas and the wall is implemented.

The level of the coal is determined by the fixed bulk
density.

model LockHopper

/l Total quantities

m_coal = V_coal*coal.d;

m_gas = (V-V_coal)*gas.d;

U = coal.u*m_coal + gas.u*m_gas;
U_wall = m_wall*cp_wall*T_wall;
V_bulk = m_coal/rho_bulk;

Q = alpha*A*(T_wall — gas.T);

/IMass balances
der(m_coal) = in_c.m_flow + out_c.m_flow;
der(m_gas) = sum(in_g.m_flow) + sum(out_g.m_flow);

/[Energy balances

der(U) = in_c.H_flow + out_c.H_flow + sum(in_g.H_flow)
+sum(out_g.H_flow) + Q;

der(U_wall) = -Q;

end LockHopper;

3.1.3 Feeding Vessel

Figure 7: screen shot of the feeding vessel icon

The pulverized coal is fed from the feeding vessel
into the gasification reactor. Therefore the feeding
vessel remains a constant level of operating pressure
above the reactor pressure. This is done through

pressurizing and depressurizing of the feeding vessel
with inert gas.

In the feeding vessel exist three layers: the fluidized
bed, the bulk and the gas layer (Figure 8).

coal

gas _

gas layer

bulk

fluidized bed

coal
suspension

Figure 8: layers in the feeding vessel

From the fluidized bed the coal suspension is fed to
the reactor. It is assumed that the height of the fluid-
ized bed is fixed. Furthermore a functional correla-
tion among the pressure drop between the feeding
vessel and the reactor and the coal mass flow to the
reactor exists. This functional correlation can be
lodged.

In the feeding vessel only one energy balance is con-
sidered. The wall material as heat storage system is
neglected because the appeared temperature fluctua-
tions are only small.

3.2 Reactor

3.2.1 Gasification Reactor

In the gasification reactor the conversion of the coal
into a combustible raw gas occurs.

coal
suspension

gasifier

steam
agent

gasifier DLL [«—— pressure

raw gas (composition,

™ temperature, mass flow)

slag (temperature,
mass flow)

L -

residual fixed carbon

- 5
(temperature, mass flow

Figure 9: calculation of the gasifier DLL
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The gasifier is implemented in a Dynamic Link Li-
brary (DLL), which was developed by the Siemens
Fuel Gasification Technology GmbH Freiberg. In the
DLL the thermodynamic equilibrium is calculated.
Therefore the equilibriums for the reversible reac-
tions mentioned in chapter 1.1 are calculated.

Figure 9 shows the in- and outputs of the gasifier
DLL.

3.2.2 Quench

L [

Figure 10: screen shot of the quench icon

In the quench the raw gas from the reactor is cooled
down and saturated.

The quench consists of two zones the gas space and
the sump. For each zone own mass and energy bal-
ances are considered. However convective heat
transfer between the raw gas in the gas space and the
water in the sump is assumed. In the gas space the
raw gas from the reactor is saturated and therefore
cooled down. This is done by the injection of fresh
water at the top of the quench (Figure 11).

raw gas + slag

water
—
\
gas m ue Water
gas _
space
=
Y raw gas
slag water heat
) S Y
water
sump water
water slag

Figure 11: mass flows at the quench

In the gas space one energy balance for the media
water, slag and gas is regarded.

For the calculation of the saturated steam fraction the
following equation is used:

o _ Ps.s (TG)' M
Steam pG . MG

Psieam 1S the mass fraction of steam, pg ¢ (TG) is the

saturation vapor pressure at the temperature Ty, Pg
is the gas pressure and Mg M are the molar
masses of steam and the gas.

The vaporization flow has to be regarded in the mass
balances of the water and the gas in the gas space.
Furthermore the heat of vaporization has to be taken
into account in the energy balance of the gas space.

model quench

//mass balances gas space

der(m_gas) = in_g.m_flow + out_g.m_flow + m_ue;
der(mXi[s]) = in_g.mXi_flow[s] + out_g.mXi_flow[s] +
m_ue;

0 =in_w.m_flow + out_ w.m_flow — m_ue;

/lenergy balance gas space
der(U) = ... - delta_hv*m_ue;

/lcalculation of the saturated steam fraction
gas.Xi[s] = p_steam*M_s/gas.p*gas.MM;
p_steam = saturationPressure(gas.T);

end quench;

3.3 Gas Treatment

3.3.1 Venturi Scrubber System

-8

Figure 12: screen shot of the venture scrubber icon

The venturi scrubber system is located between the
guench and the partial condenser. It consists of a
venturi jet and a drum. The venturi jet is a pressure
drop component. There are two different types of
venturi’s: controlled and uncontrolled.
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The raw gas, which leaves the venturi scrubber sys-
tem, is saturated. For the calculation of the saturated
gas properties the same equations as in the quench
are used.

3.3.2 Partial Condenser

-

Figure 13: screen shot of the partial condenser icon

The partial condenser is located between the venturi
scrubber system and the synthesis gas system. There
the raw gas is cooled down and the condensate is
separated. The raw gas leaving the partial condenser
is saturated.

For the calculation of the gas properties the same
equation as in the guench were used. Furthermore
the energy balance equation is enlarged by the heat
loss flux Q. This heat flux is a real input value. It
should be so adjusted that the temperature difference
between the inlet and the outlet of the partial con-
denser reaches a given value.

3.4  Slag Discharge System

3.4.1 Slag Hopper

Figure 14: screen shot of the slag hopper

The function of the slag hopper is to discharge the
slag from the pressurized system of the quench into
the atmospheric pressure environment. Therefore 5
steps appear:

- filling of the slag hopper with water

- pressurizing until the pressure of the quench
is reached

- filling of the slag hopper with slag (thus lead
to a displacement of water from the slag
hopper into the quench)

- depressurizing of the slag hopper
- drawdown of the slag hopper

As in the below explained components only one en-
ergy balance is considered.

3.5 Initialization

For every component the temperature and the filling
levels can be defined. For the components which
cover to the saturation of gas the dry gas composi-
tion and for all other components the gas composi-
tion have to be deposited.

Furthermore the user can decide for each component
if the pressure should be initialized or not.

4  Simulation Results

As mentioned in the introduction the developed
models shall be used to enhance process control.
Therefore existing control methods can be verified
and in addition tests of advanced process control
conceptions like kinds of MPC (Model Predictive
Control) and virtual sensors are allowed.

The Gasification Island contains a multitude of con-
trol systems:

- level control systems

- temperature control systems

- pressure control systems

- mass flow rate control systems

In cooperation with the Siemens Fuel Gasification
Technology GmbH Freiberg, analyses were carried
out on how far advantages appear by applying the
advanced process control strategies in comparison to
the accepted PID controllers. As an example of use
the coal mass flow control system from the feeding
vessel to the reactor was chosen due to the occurred
dead times. Furthermore this mass flow control sys-
tem is of great importance to the gasification proc-
ess, because of its impact to the quality (temperature,
composition) of the formed raw gas.

The following two figures show the results of some
simulations. Figure 15 shows the step response of the
controlled coal mass flow for an accepted PI control-
ler and a model based controller. To avoid over-
shooting both, controllers were designed for aperi-
odic transient behavior (this is an arbitrary chosen
design case and doesn’t reflect the behavior of the
implemented control system in the gasification
plant). The response of the system for a ramp like
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change of the coal mass set point is given in Figure
16.

Abbreviations

Both figures show that the coal mass flow can be SFG  Siemens Fuel Gasifier
significantly enhanced for this control system design
case by using advanced process control concepts.
The control tests were done in Matlab. Therefore, the References
developed Modelica/Dymola models were converted o
into a Simulink model. [1] http://www.gasification.org
[2] Klose, E.; Toufar, W.: Grundlagen der Ver-
gasung, 1. Lehrbrief. Lehrbriefe fiir das
! ! ' Hochschulfernstudium, 1985
[3] Higman, C.; van der Burgt, M.: Gasification.
* Gulf Professional Publishing, Amsterdam,
1 48 N I IO I I 2002
E [4] Hannemann, F.: Siemens Fuel Gasification
3 Technology at a Glance. Virtuhcon Work-
Ry IS TSNS I £ SN SN SO S T shop 2007, Freiberg, Germany
— Set-Point Trajectory
- __ ; 77 Modskbase Predictive Contoler [5] Heyde, M.: Fluidisieren von Schittungen.
20 20 20 290 310 330 30 370 390 410 [6] http /www .fossil .energy.gov
Timeins .
Figure 15: step response of the coal mass flow at sud- 7] galsil_lar,nrlj]., Ogt?,:’ L/I _I;_’rr]oelllj, (|j<ll’i Rlir:t(aiij’
den change of the coal mass flow set point value (arbi- - TUMmeschett, .. Ine viodelica Fu
trary chosen design case: aperiodic transient behavior and Media Library for Modelling of Incom-
of the controllers) pressible and Compressible Thermo-Fluid
Pipe Networks. 5" International Modelica
' T Conference Proceedings, 2006
........................................ T Tlaieclicry
45 -==== Medel-based Predictive Controller
i : : | ---------- Pl Controller
950 1000 1050 1100 1150 1200 1250 1300 1350 1400 145
Timeins
Figure 16: ramp like change of the coal mass flow set
point (arbitrary chosen design case: aperiodic tran-
sient behavior of the controllers)
5 Conclusion and future work
The Gasification Island was developed in the Mode-
lica language. Therefore new components were de-
signed which are based on the Modelica_Fluid and
Modelica.Media libraries. First analyses were done
to enhance the process control of the coal mass flow
from the feeding vessel to the reactor.
The further step is to enhance the gasifier model.
Therefore the reaction kinetics of the reactions listed
in 1.1 and the complex heat balance (heat radiation,
convective heat transfer ...) will be implemented.
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Abstract

Low pressure accumulators are usually employed in
mobile R744 HVAC units to assure reliable operating
conditions and consequently to extend equipment life.
Furthermore, the design parameters of accumulator,
e.g. the oil bleed hole, influence the coefficient of per-
formance (COP) of the refrigeration cycle. A poorly
designed accumulator may lead to inefficient refriger-
ation cycles. Thus, accumulators with a variable oil
bleed hole, also called controllable accumulators, may
be employed to bring the system to optimal operat-
ing condition assuring good performance. The aim
of this work is to implement a semi-empirical physi-
cally based transient Modelica controllable accumula-
tor model, which is part of TIL (the TLK-IfT-Library).
Transient simulations are carried out to evaluate the
impact of a controllable accumulator in an automotive
refrigeration system.

Keywords: controllable accumulator; refrigeration
cycle control; COP optimisation, fluid systems

1 Introduction

On January 2006 the EU agreed to vanish HFC-134a
from air conditioning systems of new vehicle models
from 1 January 2011. The natural refrigerant R744
is one of the promising candidates to replace R134a.
Therefore, the actual vehicle refrigeration technology
has to be optimized to reach the efficiencies using
R134a. In fixed orifice tube R744 air-conditioning sys-
tems a low pressure accumulator is usually placed at

the compressor inlet in order to store excess refriger-
ant, allowing an optimum system performance under
various ambient conditions and compensating refrig-
erant loss through leakage along the life cycle. The
refrigerant quality at the accumulator inlet is also in-
fluenced by the oil bleed hole located in the “J” tube
of the accumulator, see e.g. Fig. 3. The size of the
oil bleed whole is an optimization parameter in accu-
mulator design and should be variable to attend op-
timum performance for different operating conditions
and avoid high compressor outlet temperatures. This
variability of the oil bleed hole can be put into practice
by building a controllable accumulator.

2 TIL

TIL is a new component model library for thermody-
namic systems that was developed by the Institute for
Thermodynamics (IfT) and the TLK-Thermo-GmbH
and that allows for the steady-state and transient sim-
ulation of thermodynamic systems. The underlying
design principles as well as a detailed description of
selected component models is given by [4].

TIL provides component models for the simulation
of refrigeration, air-conditioning, and heat-pump sys-
tems. Many component models use a formulation of
the balance equations that is similar to the balance
equations for the accumulator as presented in the fol-
lowing section. TIL uses the object-based fluid prop-
erty library TILFluids for the computation of fluid
properties. This fluid property library uses a general-
ized approach to include external fluid property com-
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putation codes (e.g., REFPROP) in Modelica and a
number of software tools.

3 Mathematical Modelling

Fig. 1 shows the control volume of the semi-empirical
accumulator model V;,. The following assumptions
are made:

¢ The accumulator has adiabatic walls.
¢ The control volumes Vklv are constant in time.

* Changes of kinetic and potential energy are not
taken into account.

* The accumulator characteristics regarding the ac-
cumulated mass is modeled according to steady-
state characteristic curves. The characteristic di-
agram determines the outlet enthalpy depending
on the filling level.

* The accumulator outlet enthalpy may be changed
by opening the oil bleed hole.

* QOil fraction in the liquid phase is ignored.

_ B
m. E
= :
=R How HIT 3
EI Hip out in -~ out O
= — i TUUKYT
: B B, 2
- o H. V,
1.7 Filling in n- kv
Vv level

. B .
Hout Cﬂblged hole

Figure 1: Controlled accumulator model.

3.1 Conservative Laws
3.1.1 Mass Balance

The transient mass balance equation for the control
volume V;! is stated as follows:

d . ) )
E (p ’ VkV) = M+ mgut + mgut
d . ) )
Viw « dll? = M+ mrj;ut + mfut

Using the Bridgmann’s table the derivative ‘2—? above
can be split into:

dp| dp
d pl, dt
The partial derivatives ‘Z—ﬁ and ’;’—Z i are modeled in
p

TILFluids for the one phase and two phase regions.

3.1.2 Energy Balance

The 1%- Law of Thermodynamics for an opened sys-
tem in its transient form is applied to the control vol-
ume Vklv resulting in the following differential equa-
tion:

CiT(t] = titin - hin + 10 By 10t D,
%(H —p-V) = Hin+Hou+Hoy
%(m.h) _ Hm+HoTu,+Hfm+Vk‘v%
m%—l—h% = Hu+H, +HE 4V %’; &)

Using the mass balance Eq. 1, the Eq. 2 is rewritten
into:

1 . . ou
dr =l G =)ty - (B =) +
d
+m out (hgut )+Vkv dI[’] (3)

where /4 is the enthalpy of the in the accumulator accu-

mulated refrigerant. The system of differential equa-

dh dp m)

tions (see Egs. 1 and 2) is reduced from <Ev T

to (%, ‘;—’;) using the Bridgmann’s table. This formu-

lation has been shown to be very efficient for transient
simulations (see [2, 7] for further details).

3.2 Accumulator

The semi-empirical accumulator model Vklv in Fig. 1is

dm . , ,
ar Mtin + mgm + mfm (1) treated here in detail. Different from the existing TIL
accumulator model, the model extended here is able
Eq. 1 can be stated as: to influence the outlet enthalpy and hereby to increase
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or decrease the level of accumulated liquid refrigerant
by opening the oil bleed hole. Basically, the accumu-
lator’s physical behavior is characterized by its filling
level, a phase separation efficiency and an empirical
characteristic diagram.

3.2.1 Filling level
The filling level is defined as the liquid fraction of the

accumulated reﬂ'igerant:
< h - h[ iq )
‘lvap ‘lliq ‘

where /4 is the enthalpy of the accumulated refriger-
ant. The outlet enthalpy at the accumulator top /.,
depends on this variable as shown in Sec. 3.2.3.

§ = (4)

Omin = 0 if the accumulator is empty.
Odrop if fluid droplets occur

0= at the accumulator outlet.
Omax = 1 if the accumulator is flooded

with saturated liquid.

A detailed investigation is described in [5] for differ-
ent accumulator geometries and operation conditions
using a transparent accumulator.

3.2.2 Separation efficiency ng

The accumulator separation efficiency 7ng describes the
ability of an accumulator in separating the refrigerant
phases. It is defined as as follows:

Ns &)

Xout

where x,,, is the accumulator outlet quality when the
accumulator filling level is between the droplet filling
level and the minimum filling level, &in < 6 < S4r0p-
An ideal accumulator without an oil bleed hole would
have a separation efficiency of 100%, i.e. only refrig-
erant vapor h,,, leaves the accumulator. The separa-
tion efficiency is strongly dependent on the oil bleed
hole diameter and is estimated from steady-state mea-
surement data, see [3, 5]. These data show that the
separation efficiency may range from 75% up to 98%.

3.2.3 Characteristic diagram

The accumulator characteristic diagram is divided in
four different operating conditions according to its fill-
ing level. These operating conditions are drawn as fol-
lows:

I) Accumulator is nearly empty (5 < §,,): in
this operation point no liquid droplet occurs from
eventually accumulated refrigerant in the receiver
and the refrigerant phases are separated. This
means that if the refrigerant enters the accumu-
lator with quality x;, = 0.7 it will leave it with
quality x,,; = s = 1. The liquid part begins to
accumulate.

IT) Accumulator has a filling level with few liquid
droplets at the outlet (5, < 8 < 84y0p): if the
droplet filling level &4, is not reached, a very
small amount of liquid droplets from the accu-
mulated refrigerant occurs at the outlet of the ac-
cumulator. The refrigerant phases are still sep-
arated and the accumulator outlet quality is the
separation efficiency x,,; = ns. This is the most
common operating condition and will be treated
in the steady state simulation presented in a fur-
ther section.

Accumulator has a filling level with excess of
liquid droplets at the outlet (84, < 6 < Snar):
for this operation point, the accumulated refrig-
erant in the accumulator has reached a level in
that large amount of accumulated liquid starts to
leave the accumulator. The refrigerant phases
cannot be clearly separated. The outlet enthalpy
starts to decrease and enters the two phase area

(xliq < Xouwr < MNs < xvap)-

1)

IV) Accumulator is full (6 > §,,,): if the receiver
reached this filling level, it is then flooded and
there is no separation of the refrigerant phases.
The liquid phase dominates in the receiver and
the outlet enthalpy equals or is small than the sat-
urated liquid enthalpy, i.e. g = 0. This is a vary
rare operation condition and is out of the scope of

this work.

3.3 Controllable accumulator

The controllable accumulator, is shown as an exten-
sion of the ideal accumulator of TIL. A prototype of a
controllable accumulator is presented in Fig. 3. The
“J”-tube with the oil bleed hole may be modeled by
correlating the oil bleed hole in the “J”’-tube with the
separation efficiency stated in Eq. 5.

3.3.1 Oil bleed hole ¢

To verify the effect of changing the oil bleed hole
diameter in a standard accumulator a measurement
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Figure 2: Accumulator characteristic diagram.

1t J-tube

Qil bleed hole

oil-~~

Figure 3: Accumulator prototype, from [1].

configuration developed by the Institut fiir Thermo-
dynamik in Braunschweig, for the purpose of deter-
mining the liquid level in low-pressure accumulators
with carbon dioxide as refrigerant is used. The mea-
surements are performed varying the gas cooler out-
let temperature yielding a variation of the accumulator
outlet quality, see [5] for further details. In Fig. 4 it is
observed that the accumulator outlet quality decreases
by increasing the oil bleed hole diameter, i.e. reduc-
ing the separation efficiency. Thus, the separation effi-
ciency will be used as a variation parameter to control
the accumulator. A physical correlation between the
efficiency and oil bleed hole should be further investi-
gated in future works.

Mo =40 g/s
450

400 -

350 A

300 A

250 A

200 A

150 A

Accumulator Mass [g]

100 -

50 +{ —<©— Measurement 0.8 mm

—@— Measurement g1.2 mm
0 . :
0.7 0.8

0.9 1
Quality x [-]

11

Figure 4: Accumulated mass dependence on the oil
bleed hole, from [5].

4 Steady-state simulation results

To investigate the impact of changing the accumula-
tor efficiency in cycle behavior, a high ambient tem-
perature and idle compressor speed condition for an
automotive air-conditioning is applied. The refrigera-
tion cycle characteristics and boundary conditions are
summarized in the Tabs. 1 and 2. As a first approxi-

Total Cycle internal | Compressor
CO; mass volume displacement
[ke] ] [em’]

0.5 1.5 28

Table 1: Cycle characteristics

Compressor Mgy Tigjr Ambient
speed evaporator | gas cooler | Temperature
[rpm] [8/5] [8/s] °C]

780 140 600 40

Table 2: Boundary conditions for an automotive appli-
cation

mation, the compressor volumetric and isentropic effi-
ciencies as well as the heat transfer coefficients in the
heat exchangers are kept constant for the cycle. The
first step in this analysis is to find out the optimum
operation pressure for the chosen boundary conditions
and different accumulator efficiencies. Fig. 5 shows
how the optimal high pressure varies with the accumu-

The Modelica Association

432

Modelica 2008, March 3¢ — 4t 2008



Transient Modelling of a Controllable Low Pressure Accumulator in CO2 Refrigeration Cycles

lator separation efficiency. The optimal high pressure
is reached by setting the valve flow area 0.35 mm?.
The result of the COP-optimized cycles for three dif-
ferent accumulator separation efficiency are summa-
rized in Tab. 3. In Fig. 6 the COP-optimized cycle is
shown in the pressure-enthalpy diagram for the accu-
mulators with small, medium and large-sized oil bleed
hole. The increase in the compressor suction density
is observed in Fig. 6 at point 1, which is shifted to
the two phase region when decreasing the accumula-
tor separation efficiency. In order to keep the same
suction density at the compressor inlet, an enhanced
internal heat exchanger (IHX) with maximal thermo-
dynamic efficiency is used. The result is shown in the
pressure-enthalpy diagram in Fig. 7. Now, a change
on the accumulator efficiency has neither effect on the
system Coefficient of Performance (COP) nor changes
its cooling capacity. The points 4 and 5 are shifted to
the left at the same amount as the point 6. This fact
evidences a dependence between the accumulator sep-
aration efficiency and the IHX heat transfer two-phase
heat transfer effects.

2.1 x ‘ ‘
Small oil bleed hole Expansion device flow area
for max COP =0.35 mm?2
2 - ! !
191 ¥ N\ e -
— 181 | |
o i !
Q :
O 1.7 1 !
N !
16 v 0.96
0.94
0.90
0.85
1544 078
—max COP
1.4 T T i ~ i
90 110 130 150 170

Compressor outlet pressure [bar]

Figure 5: Coefficient of Performance (COP) sensitiv-
ity analysis for different accumulator separation effi-
ciencies.

Separation
efficiency ng
State variable | Unit || 0.78 | 0.85 | 0.96
Mco, cycle [ke] 0.5 0.5 0.5
MCo, accu [ke] || 0.163 | 0.185 | 0.214
Xaceu out [-] 0.78 | 0.85 | 0.96
Teomp our [°C] || 91.4 | 94.5 | 100.9
MCo, eycle [g/s] || 37.7 | 35.1 | 31.6
Dcomp out [bar] || 125.8 | 118.2 | 110.0
AH,;, [kW] || 3.38 | 3.34 | 3.26
IHX AH,. s (kW] 1.4 1.3 1.1
COP [-] 1.79 | 1.89 | 2.04

Table 3: Impact of the separation efficiency in steady-
state cycle simulation.
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Figure 6: Pressure-enthalpy (p-h) diagram for COP-
optimized cycles with large, medium and small oil
bleed hole.

5 Transient simulation of a CO, re-
frigeration cycle with a control-
lable accumulator

In this application, a controllable accumulator is used
to avoid that the temperature at the compressor outlet
Teomp our €Xxceeds the oil decomposition temperature,
e.g 160 °C. The cycle used previously for the steady
state simulation, see Fig. 8, is now used in a tran-
sient simulation, where the compressor speed is set
to n = 2100 rpm and the gas cooler and evaporator
air inlet temperature 7., i, are assumed to be 40°C.
Fig. 9 shows the results of the transient simulation
for some of the state variables. At time ¢ = 50 s the
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Figure 7: Pressure-enthalpy (p-h) diagram for COP-
optimized cycles with large, medium and small oil
bleed hole and enhanced IHX, with heat exchange area
(Arpx = ).

separation efficiency of the accumulator is decreasedé
from 15=96% to 1ns=78%, compare Ns = X, in Fig. §
9. Some refrigerant mass in the accumulator mgce, :
is moved to the cycle high-side pressure. The suc-
tion density at the compressor inlet increases yielding
a higher compressor shaft power F.,,,. An increase
in P,mp means a decrease in the system coefficient of
performance COP=AH,,;, / Peomp as observed in Fig. 9.
The compressor outlet temperature is decreased to a
value smaller than the maximum oil working temper-
ature. The increase in the cycle refrigerant mass flow
rate due to higher compressor suction densities causes
an insignificant increase in the cooling capacity for this
modeling assumptions. The evaporator air outlet tem-
perature Ty;r evap our inCreases slightly.

6 Conclusion

The transient model of a controllable accumulator
is presented to investigate the effects of varying the
separation efficiency in an automotive CO; refrig-
eration. The model consists of simple models from
the new component model library for thermodynamic
systems that was developed by the Institute for Ther-
modynamics (IfT) and the TLK-Thermo-GmbH. The
mathematical formulation used in the modeling allows
an accelerated analysis of the parametric variation.

The results from the steady state simulation show a
strong dependency between the accumulator separa-
tion efficiency and the internal heat exchanger (IHX)
efficiency if the system Coefficient of Performance
(COP) is considered. In a first simulation run with
constant heat transfer coefficients in the heat ex-
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Figure 8: CO; refrigeration cycle with controllable ac-
cumulator using component models from TIL.

changers it was observed an increase in the system
COP when closing the oil bleed hole. Otherwise, if
the oil bleed hole is opened the compressor outlet
temperature decreases avoiding the oil temperature to
reach critical limits. A second simulation run showed
that using a nearly optimal IHX the oil bleed hole
variation has no effect in the cycle COP and cooling
capacity.

A transient simulation is carried out for a an automo-
tive air-conditioning boundary condition. As a first
application, it is shown that the compressor outlet
temperature may be kept under the oil critical limit
without loss of cooling capacity.

Future work will concentrate on finding an optimal
relationship between IHX efficiency and accumulator
separation efficiency as well an optimal control strat-
egy for a CO; refrigeration cycle using this innova-
tive component. Two-phase heat transfer effects in the
IHX and in the other cycle heat exchangers should be
taken into account in order to predict the cycle behav-
ior more accurately when varying the accumulator oil
bleed hole. The isentropic and volumetric compressor
efficiencies should also be mapped more accurately so
that the cycle mass flow rate and compressor outlet
temperature can be precisely estimated.
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Figure 9: Simulation results of the transient control-
lable accumulator model in a CO, refrigeration cycle

References

[1] Hirota, H.: Refrigertion cycle, European Patent
Application EP 1607698 A2, TGK Company
Ltd., Tokyo, 2005

[2] Lemke N.: Untersuchung zweistufiger Fliis-
sigkeitskiihler mit dem Kdltemittel CO,, PhD
thesis, TU-Braunschweig, Intitute of Thermody-
namics, 2005.

The Modelica Association 435 Modelica 2008, March 3¢ — 4t 2008



The Modelica Association 436 Modelica 2008, March 3¢ — 4t 2008



Modeling and Simulation of a Thermoelectric Heat Exchanger using the Object-Oriented

Library TIL

Modeling and Simulation of a Thermoelectric Heat Exchanger
using the Object-Oriented Library TIL

Christine Junior, Christoph Richter, Wilhelm Tegethoff, Nicholas Lemke, Jiirgen Kohler
Institut fiir Thermodynamik, TU Braunschweig, Germany

c.junior@tu-bs.de

Abstract

Thermoelectric technology allows for the direct con-
version of a temperature difference into an electric
potential and vice versa. Thermoelectric devices can
act as coolers, heaters, or power generators and ap-
plications of small capacity thermoelectric modules
are widespread. Applications of large capacity ther-
moelectric devices have been limited for decades by
their low efficiency. New environmental regulations
regarding the manufacture and release of CFCs have
revived the interest in this area. Recent investigations
on thermoelectric materials promise that their ther-
moelectric efficiency can be improved dramatically.
This would mean a breakthrough for new fields of
applications for thermoelectric modules. A new
Modelica model of a Peltier water-water heat ex-
changer was developed for transient simulations. The
new model uses component models from the object-
oriented Modelica library TIL. The new model was
used to simulate the transient behavior of a Peltier
heat exchanger during a sudden reversion of the ap-
plied voltage. The numerical results were compared
to measurement results from a prototype.

Keywords: heat exchanger, simulation; thermoelec-
trics,; Peltier element

1 Introduction

Thermoelectric technology allows for the direct con-
version of a temperature difference into an electric
potential and vice versa. The French physicist Jean
Peltier discovered in 1834 that an electric current
sent through a circuit made of dissimilar conducting
materials yields heat absorption at one junction and
heat rejection at the other. Standard thermoelectric
modules utilize doped bismuth telluride as semi-

ch.richter@tu-bs.de

conductor and achieve moderate performance. They
can act as coolers, heaters, or power generators and
applications of small capacity thermoelectric mod-
ules are widespread. However applications of large
capacity thermoelectric devices have been limited in
the past by the low efficiency of thermoelectric
modules. Recent scientific advances regarding new
materials and assembly methods for thermoelectric
modules as well as the increasing concerns about
fuel economy, harmful emissions of particulate mat-
ter, and chemical refrigerants revived the interest in
thermoelectric technology. The inherent advantages
of thermoelectric systems such as the absence of
moving parts, quiet operation, and environmental
friendliness of the module itself have further in-
creased the interest. Several investigations for appli-
cations of large capacity thermoelectric modules in
the fields of refrigeration and air-conditioning [1],
waste heat recovering [2], or superconduction [3]
have been carried out with promising results.

This paper describes the development of a Mod-
elica model that allows the transient simulation of
thermoelectric devices to determine their perfor-
mance potential. The model for the thermoelectric
devices was developed as an add-on for the object-
oriented Modelica library TIL (TLK-IfT-Library)
described in [4] that allows for the simulation of
thermodynamic systems such as air-conditioning and
heat-pump systems.

2 Thermoelectric Refrigeration

Thermoelectric refrigeration is achieved when a di-
rect current I is passed through one or more pairs of
n-type and p-type semiconductors connected with a
metal with high conductivity such as copper as
sketched in Figure 1.
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Figure 1: The Peltier effect (thermoelectric cooling)
from [5].

If the electric current passes from the n-type to the p-
type semiconductor, electrons pass from a low ener-
gy level in the p-type material through the intercon-
necting conductor to a higher energy level in the n-
type material. Thus the temperature Tc of the inter-
connecting conductor decreases and heat is absorbed
from the environment. The absorbed heat is trans-
ferred by electron transport through the semiconduc-
tors to the other end of the function. It is liberated as
the electrons return to a lower energy level in the p-
type material yielding an increased temperature Ty.

This phenomenon is known as the Peltier effect
and is described by the Peltier coefficient nt, defined
as the product of the Seebeck coefficient o of the
semiconductor material and the absolute tempera-
ture. The Peltier coefficient relates to a cooling effect
as the electric current passes from the n-type to the
p-type semiconductor and a heating effect as the po-
larity of the power supply is changed. Reversing the
direction of the electric current also reverses the
temperatures of the hot and cold ends.

The amount of heat absorbed at the cold end not
only depends on the product of the Peltier coefficient
and the electric current flowing through the thermoe-
lectric module but also on two other effects: Due to
the temperature difference between the cold and the
hot ends of the semiconductors, heat is conducted
through the semiconducting material from the hot to
the cold end. The amount of conducted heat depends
on the thermal conductance k of the material as well
as on the temperature difference. The second effect
occurs when the electric current is passing through
the semiconductors. The electrical resistance R caus-
es the generation of the so-called Joule heat in equal
shares at the cold and the hot side of the thermoelec-
tric device. The Joule heat is dependent on the elec-

trical resistance and proportional to the square of the
electric current and therefore becomes eventually the
dominant factor.

The heat absorption rate at the cold side of the
thermoelectric module can be described taking into
account the three different effects mentioned above

. 1
Q == a’Tcl _EIZR - K(TH - Tc)

where a is the differential Seebeck coefficient some-
times referred to as o, R the electrical resistance of
the thermoelements in series, and « the thermal con-
ductance of the thermoelements in parallel. The
energy efficiency of the thermoelectric device is de-
scribed by its coefficient of performance (COP) de-
fined as the net heat absorbed at the cold junction
divided by the electric power input

0 aTCI—%IZR—KAT

COP =—=
P, alATI + I?R
The refrigeration capability of a semiconductor

material depends on a combined effect of the See-
beck coefficient a, the electrical resistivity p, and the
thermal conductivity k of the material over the op-
erational temperature range between the cold and the

hot junctions. The electrical resistivity is defined as

A
p=RT

where A is the cross-sectional area of the resistive
material and 1 its length. The three material proper-
ties are combined in the thermoelectric figure of me-
rit Z defined as

The figure of merit is used by material scientists to
describe the efficiency of semiconductor materials
for thermoelectric applications.

3 Prototype Peltier Heat Exchanger

The Peltier effect can be used for heating and cool-
ing in practical applications by combining thermoe-
lectric modules with conventional heat exchangers.
The fluid flowing through the heat exchanger acts as
a heat sink at the hot side of the thermoelectric mod-
ule and as a heat source at the cold side. Figure 2
shows the assembly of the prototype Peltier heat ex-
changer used for all measurements.
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SRR - '

Figure 2: CAD drawing of the prototype Peltier wa-
ter-water heat exchanger. The Peltier elements are
the flat cuboids between two aluminum channels.
The orientation of the Peltier elements changes suc-
cessively between the rows of channels.

Because of the consolidated design and small size
of the prototype heat exchanger, water was chosen as
coolant at both sides. The heat exchanger consists of
rectangular aluminum channels whose endings are
covered by plates. Aluminum cores act as connecting
tubes. The prototype heat exchanger is assembled so
that both sides of the thermoelectric module are in
contact with a channel. The arrangement of the
thermoelectric modules has to be taken into account
for an efficient utilization of the Peltier effect. It is
necessary to either heat or cool the channels. A com-
bination of heating and cooling does not yield a rea-
sonable application.

To increase the flow velocity and the heat ex-
change between the fluid and the wall, three barriers
were installed in each channel. A CFD simulation
was carried out to determine the flow situation in the
channel. The simulations results proved that the fluid
meanders through the channel and showed that fluid
circulation caused by the barriers leads to a decrease
in dead storage capacity and thus to an improvement
in the heat exchange between fluid and wall. Figure
3 shows a single channel and the corresponding flow
path.

B

height

1

1

1

1

1

1
TTTTH
1
e,
1
I—

flow path

Figure 3: Single channel element of prototype Pel-
tier heat exchanger.

4 Heat Exchanger Model

In order to model the prototype Peltier heat exchang-
er, a model for a Peltier element had to be developed.
The new model was developed based on the compo-
nent model library TIL (TLK-IfT-Library) that con-
tains models for a steady-state and transient simula-
tion of thermodynamic systems (see [4] for more
information).

BismuthTelluride SiliconGermanium
SemicondutorMaterials| |SemicondutorMaterials

35

<<partial>>
BaseMaterial
SemicondutorMaterials

Modelica.Electrical

NegativePin

HeatPortCold
PeltierElement Connectors
Cells HeatPortHot
Connectors

Figure 4: UML class diagram of PeltierElement.

Analog.Interfaces

PositivePin

Analog.Interfaces

Figure 4 shows a class diagram of the new model
PeltierElement. The material properties of the semi-
conductor material are stored in a record extending
from BaseMaterial. Two heat ports derived from the
HeatPort connector defined in TIL and two electric
pins defined in the Modelica Standard Library are
the interface of the PeltierElement. Based on the eq-
uations presented in Section 2, the following set of
equations is used to describe the Peltier element

Liegative T Ipositive = 0
Upositive - Unegative = RInegative
Po+Qc+Qy=0
aTcl —1/21%R -k (Ty — T¢)

pP=
¢o aATI + I?R

PeltierCell

heatPortCold
—

Electrical
Insulator

| Peltier
Element

Electrical
Insulator

heatPortHot E

Figure 5: PeltierCell model as defined in TIL Add-
On_ThermoElectrics.
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BaseElement
TubeAndTubePeltier
heatPortCold
—

CoCurrentFlowHX
TubeAndTubePeltier

ITI inletCold outletCold
£ -
inletCold WallCell - outletCold Base
Refrigerant I Element
Cell |
WallCell ‘f
[
| IPetiercell | I PeltierCell
WallCell
_ Cell ElBase .
inletHot WallCell outletHot emen
q
» inletHot | outletHot
heatPortHot

Figure 6: BaseElement and its usage in a Peltier water-water heat exchanger model from
TIL AddOn_ThermoElectrics. The PeltierCell is shown in Figure 5.

Qc = —COP - Py
Qu = (1+ COP) - Py
The PeltierElement is instantiated in the PeltierCell
model along with two models for electrical insulators
as shown in Figure 5. The electrical insulators pre-
vent a short circuit between the Peltier elements and
the aluminum channels. Note that the naming of the
heat ports in Figure 5 is chosen for the default case
that is a positive electric current in the conventional
current notation. The hot side eventually becomes
the cold side and vice versa if the direction of the
current is reversed. The swapping of the correspond-
ing temperatures Tc and Ty is implemented using a

smooth transition function with a very short transi-
tion period.

In order to model the prototype Peltier heat ex-
changer shown in Figure 2 in a flexible way, an addi-
tional model called BaseElement is introduced that
models a single layer of the heat exchanger.

A layer consists of two aluminum channels as
sketched in Figure 3 and the Peltier element in be-
tween those two channels. The model is illustrated in
the left picture in Figure 6. A refrigerant cell and two
wall cells from TIL are combined to model a single
channel. The reason for using a RefrigerantCell in-
stead of a LiquidCell is that the new heat exchanger
model was developed to cover cases of evaporating

TIL.HVAC_p

<<partial>>

PartialComponent {
Internals.PartialBaseClasses

[a

Y InformationManager
| Common

4 [PortRefrigerant]|
TILFluids

RefrigerantCell
Cells

BaseElement
<<partial>> <<partial>> TubeAndTubePeltier WallCell
TubeAndTubeHXGeometry |--- - BaseHX
TubeAndTubePeltier. Geometry TubeAndTubePeltier
FAWAN [ PeltierCell
Cells

PrototypeGeometry
TubeAndTubePeltier. Geometry

HeatPortCold
Connectors

HeatPortHot
Connectors

Modelica.Electrical

NegativePin
Analog.Interfaces
PositivePin
Analog.Interfaces
|

[
CounterFlowHX
TubeAndTubePeltier

CoCurrentFlowHX
TubeAndTubePeltier

Figure 7: UML class diagram of TubeAndTubePeltier heat exchanger in TIL Add-

On_ThermoElectrics. The wall material model
are skipped for simplicity.

and all heat transfer and pressure drop models
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Figure 8: Schematic diagram of Peltier heat exchanger test stand.

and condensing fluids in both fluid paths. The two
channels are connected using a PeltierCell as shown
in Figure 5. Note that the BaseElement model in
Figure 6 can directly be used as a single cell heat
exchanger model.

The model for the Peltier heat exchanger assem-
bles instances of BaseElement and PeltierCell as
shown in the right picture in Figure 6. The prototype
heat exchanger shown in Figure 2 for example is
composed of four base elements and three Peltier
cells in between. Figure 7 shows the class diagram of
the new TubeAndTubePeltier heat exchanger model.
Note that the wall material model and all heat trans-
fer and pressure drop models are skipped for simplic-
ity. A more detailed description of the structure of
heat exchanger models in TIL is given in [4].

5 Measurements

A series of measurements was carried out with the
prototype Peltier water-water heat exchanger pre-
sented in Section 3. Figure 8 shows a schematic dia-
gram of the test stand used for all measurements.

To ensure a constant temperature at the water in-
let of the prototype, a reservoir was used in both
cycles. Water was pumped from the reservoirs into
the prototype and flowed back after running through
the heat exchanger. The reservoirs were chosen large
enough to prevent significant temperature changes
during operation. The volume flow rates were regu-
lated with appropriate throttling devices and meas-
ured by using conventional water meters.

Besides the volume flow rates characteristic pa-
rameters such as the water temperatures at the inlet
and outlet of each aluminum tube or the electric cur-
rent and voltage dropping out over every Peltier ele-
ment were taken up. The boundary conditions for the
measurements were selected in consideration of
showing the applicability of the simulation for dif-
ferent premises. Therefore a low, a medium and a
high water inlet temperature were chosen and each
condition measured by using a low and a high vo-
lume flow rate respectively. Each measurement was
carried out at a working-voltage of 10 V. A summary
of the boundary conditions for all measurements is
given in Table 1.

Water Stream 1 Water Stream 2
# | Vi[I/min] To[°C] | V,[/min] Tg[°C]
1 2.05 4.00 2.00 4.00
2 0.90 4.00 0.85 4.00
3 2.20 18.00 2.10 18.00
4 0.85 18.00 0.80 18.00
5 2.35 30.00 2.40 30.00
6 1.00 30.00 1.10 30.00

Table 1: Measurements with prototype Peltier water-
water heat exchanger.

All measurements were carried out in the same
way: After reaching a stationary point for the boun-
dary conditions listed in Table 1, the direction of the
electric current was changed from positive to nega-
tive in the conventional current notation. The result-
ing change in temperature was detected until the val-
ues became stationary again.
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Figure 9: Deviation of electrical and thermal bal-
ances for all measurement points.

An evaluation of the quality of the measurements
was carried out by comparing the sum of the input
power and the gained cooling capacity to the
achieved heating capacity according to

P + Qcooling = Qheating

The cooling capacity as well as the heating capacity
was calculated from

Q = mc,AT
and the electric power from

Py=U-1
The deviation within the balance has to be zero for
the ideal case. The deviation of the two balances for
each measurement is shown in Figure 9. It can be

seen that the deviation lies between 1% and 8%, and
that the average value lies around 4%. A connection

between the direction of the electric current and the
resulting deviation can not be identified.

To exclude the existence of a statistical error and
to confirm that the deviations of the balances are ly-
ing within the measuring accuracy an error analysis
was carried out. Therefore, Gauss' error propagation
law was used according to

o= |(Lar) + (Lay) +
— | \ox x dy Y

Measurement 4 from Table 1 was selected for an
error analysis exemplarily. A variation of relevant
measurands was carried out to find out the impact of
these measurands on the total error and to identify
possible potentials for further optimization.

Figure 10 shows the impact of the error occurring
during the measurement of the temperature differ-
ence AAT between the inlet and outlet of the Peltier
prototype heat exchanger and during the estimation
of the volume flow rate AV on the resultant heating
or cooling capacity.

Due to the fact that the measuring accuracy of a
thermocouple lies at about 0.3 K, the maximum error
for the mathematical calculation of the temperature
difference can be expected to be 0.6 K when using
temperatures measured with two independent ther-
mocouples. This error can be reduced to 0.1 K if the
temperature difference is measured using two ther-
mocouples connected in series which was done for
all measurements presented in Table 1.

In consideration of the volume flow rate, mea-
surements the deviation of the values estimated with
conventional flow meters and the actual values lies
between 4% and 9% which results in a maximum
deviation of 0.09 I/min. The concluding summation
yields - under consideration of these conditions - to

16 —*— AV [/min]
14 AAT (AT)) [K]
12 —a— AAT (AT,) [K]
9 10 AT, < AT,
o 8 | :
< 6
4 M
2 M M
0 AA’_".

0 0,1 0,2 0,3

0,4 0,5 0,6 0,7 0,8

Error

Figure 10: Error for Measurement 4 from Table 1. The corresponding units are given in the

key.
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Figure 11: Temperature distribution in prototype Peltier heat exchanger before and after reversion of the

applied voltage for Measurement 4 from Table 1.

the result that even the measurements with a devia-
tion of balances of 8% are lying within measuring
accuracy.

6 Simulation

Simulations were carried out for all measurements
listed in Table 1. Measurement values were used for
the electric current, for the two volume flow rates,
and for the water temperatures T, and Ty at the two
heat exchanger inlets. The Peltier modules used in
the prototype Peltier heat exchanger are standard
bismuth telluride modules without any further speci-
fication from the manufacturer. Constant properties
for the Seebeck coefficient a and the thermal con-
ductance x taken from Rowe [5, Table 9.1] were
used in the Peltier element model. The electrical re-
sistance R of the thermoelectric module was not spe-
cified by the manufacturer and had to be determined
from the measurements. The reversion of the applied
voltage was implemented using a smooth transition
function with a period of At = Is. This section de-
scribes the results obtained for the simulation of
Measurement 4 from Table 1. A constant coefficient
of heat transfer a = 4,100 W/m’K was used. This
coefficient of heat transfer was determined based on
a CFD simulation of the flow through a single alu-
minum channel.

Figure 11 shows the temperature distribution in
the prototype Peltier heat exchanger before and after
the reversion of the applied voltage. The numbering

of the water streams and of the walls refers to the
numbering of the two independent water circuits as
presented in Figure 8. The water temperatures are
shown for the inlet of each channel and for the outlet
of the last channel for both water streams. The wall
temperatures are averages of the temperatures in the
center of both wall cells connected to the same refri-
gerant cell as shown in Figure 6.

Figure 11 shows that the temperature change in
the entrance channel of each water stream is smaller
than in all other subsequent channels. This is caused
by the fact that the entrance channels are insulated at
one side and connected to a Peltier element at the
other side whereas all other channels are connected
to a Peltier element at both sides. The two diagrams
shown in Figure 11 are mirror-symmetrical which
demonstrates the reversibility of the process.

Figure 12 shows a comparison of the measured
outlet temperature for each water stream with the
values obtained from the transient simulation. The
top picture shows the change in the electric current I
caused by the reversion of the applied voltage.

Figure 12 illustrates that the simulated start and
end temperatures differ from the measured tempera-
tures. The simulated system also reacts slower to the
sudden reversal of the applied voltage than the real
system. Further Measurements are required to im-
prove the model of the Peltier element that is cur-
rently based on material constants taken from the
literature and the measured electrical resistance as
explained in the beginning of this section.
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Figure 12: Measured and simulated water temperatures at inlets and outlets of prototype Peltier

heat exchanger for Measurement 4 from Table 1.

7 Conclusions and Outlook

A new model for a Peltier water-water heat exchang-
er was presented that can be used in transient system
simulations. Results from measurements with a pro-
totype heat exchanger were used to validate the new
model. Models from the new component mode li-
brary TIL [4] were used for many components of the
new Peltier heat exchanger model and the new ob-
ject-based fluid property library TILFluids was used
to compute all fluid properties. A new model for Pel-
tier cells was presented that was used to assemble the
heat exchanger. The new heat exchanger model de-
monstrates that TIL can easily be extended to cover a
wide range of thermodynamic systems. The pre-
sented model can be extended to cover other Peltier
heat exchangers. A very interesting alternative con-

cept to be analyzed in the future using simulations
and experiments is a refrigerant-air heat exchanger
with Peltier modules in between.
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Abstract

For the heating, ventilating, and air conditioning
(HVAC) systems for commercial buildings, there has
been a greater demand for reducing energy consump-
tion. The economizers have been developed as a
class of energy saving devices that may increase the
energy efficiency by taking advantage of outdoor air
during cool or cold weather. However, in practice,
many economizers do not operate in the expected
manner and waste even more energy than before in-
stallation. Better control strategy is needed for opti-
mal and robust operation. This paper presents two
related aspects of research on dynamic modeling and
control for economizers. First, a Modelica based dy-
namic model is developed for a single-duct air-side
economizer. The model development was based on
Dymola and AirConditioning Library with some re-
vision on water medium and heat exchanger model-
ing. Such transient model will lay a more quality
foundation for control design. Second, for a three-
state operation for air-side economizers, a self-
optimizing control strategy is developed based on the
extremum seeking control (ESC). The mechanical
cooling can be minimized by optimizing the outdoor
air damper opening via extremum seeking. Such has
much less dependency on the knowledge of econo-
mizer model, and thus has more promise for practical
operation. In addition, an anti-windup ESC scheme
is proposed as an enhancement for the existing ESC
techniques. The simulation results validated the ef-
fectiveness of the dynamic model of the economizer,
demonstrated the potential of using ESC to achieve
the minimal mechanical cooling load in a self-
optimizing manner, and illustrated the possibility of
ESC malfunctioning under actuator (damper) satura-
tion and the capability of anti-windup ESC in pre-
venting such undesirable behavior.
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1 Introduction

Buildings are responsible for a large portion of elec-
tricity and natural gas demand. Significant amount of
energy consumption for buildings is due to the heat-
ing, ventilation and air conditioning (HVAC) sys-
tems. Improving the efficiency of building HVAC
system is thus critical for energy and environmental
sustainability. The economizers have been developed
as a class of energy saving devices that may increase
the energy efficiency by taking advantage of outdoor
air during cool or cold weather [1]. Figure 1 is a
schematic diagram of a typical single-duct air-
handling unit (AHU) and controller. The AHU has a
supply fan, three (outdoor air, relief air and mixed
air) dampers for controlling air flow between the
AHU and the outdoors, heating and cooling coils for
conditioning the air, a filter for removing airborne
particles, various sensors and actuators, and a con-
troller that receives sensor measurements (inputs)
and computes and transmits new control signals
(outputs). The air economizer moves the dampers to
let in 100% outdoor air when it is cool but not ex-
tremely cold outside. When it is hot outside, the
dampers are controlled to provide the minimum
amount of outdoor air required for ventilation.
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Figure 1: Single duct air handling unit
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The American Society of Heating, Refrigerating and
Air Conditioning Engineers (ASHRAE) recommends
using economizers based on the cooling capacity size
and weather characteristics for the building location
[2], as described in the Appendix. ASHRAE [3] de-
scribes several control strategies for transitioning
between 100% outdoor air and the minimum outdoor
air required for ventilation. The control strategies are
called “high limit shutoff control for air econo-
mizer.” Following is a list of strategies that can be
programmed in a computer control system.

e Fixed dry bulb temperature. This strategy com-
pares the outdoor temperature to a transition tem-
perature. If the outdoor air temperature is greater
than the transition temperature, then the dampers
are controlled for the minimum outdoor air re-
quired for ventilation.

o Differential dry bulb temperature. This control
strategy compares the outdoor and return air tem-
peratures. If the outdoor temperature is greater
than the return air temperature, then the dampers
are controlled for minimum outdoor air required
for ventilation.

o Fixed enthalpy. This control strategy measures the
outdoor air temperature and relative humidity
(RH). Then the outdoor air enthalpy is calculated
and compared with a transition enthalpy. If the
outdoor air enthalpy is greater than the transition
enthalpy, then the dampers are controlled for
minimum outdoor air required for ventilation.

o Differential enthalpy. This control strategy de-
termines the outdoor and return air enthalpy from
measurements of the outdoor and return air tem-
perature and relative humidity. If the outdoor air
enthalpy is greater than the return air enthalpy,
then the dampers are controlled for minimum
outdoor air required for ventilation.

However, in practice, many economizers do not op-
erate as expected and waste even more energy than
before installation [4]. Temperature and RH sensor
errors can have a large impact on the energy savings
or possible penalty of economizer strategies. The
National Building Controls Information Program
(NBCIP) [5] said, “In the case of economizers, rela-
tive humidity and temperature measurements of out-
door and return air conditions are used to calculate
the enthalpies of the two air streams. The air stream
with the least energy content is then selected to pro-
vide building cooling. If one or both of the computed
enthalpies is wrong, as can happen when humidity
transmitters are not accurate, significant energy pen-
alties can result from cooling of the incorrect air
stream.” The NBCIP [6] performed long term per-

formance tests on 20 RH sensors from six manufac-
turers. Nine of the 20 RH sensors failed during the
testing. All of the remaining sensors had many
measurements outside of specifications. The largest
mean error was 10% RH, and the largest standard
deviation of the error was 10.2%. The best perform-
ing sensor had a mean error of -2.9% RH and a
standard deviation of 1.2%. The specifications for
the best performing sensor were +£3%. Control
strategies not relying on RH measurement would
greatly enhance the reliability of economizer opera-
tion.

Modeling and optimal control of air-handling units
and economizers have been previously studied [7, 8].
However, due to the complex nature of HVAC sys-
tem operation, the obtained model may not be accu-
rate enough for the optimal operation of an econo-
mizer. Therefore, a model based optimal control ap-
proach is hardly effective in practice to seek the op-
timal outdoor air flow for minimizing the mechanical
cooling. In contrast, an on-line self-optimizing con-
trol approach appears a more suitable option.

This research investigates the application of the ex-
tremum seeking control (ESC) [9-13] to optimize the
use of outdoor air so as to minimize the energy con-
sumption. The input and output of the proposed ESC
framework are the damper opening and power con-
sumption (or equivalently, the chilled water flow
rate), respectively. This approach does not rely on
the use of relative humidity sensor and accurate
model of the economizer for optimal operation.
Therefore, it provides a more reliable control strat-
egy for economizer operation. The proposed ESC
scheme works as part of a three-state economizer
control strategy, as shown in the state diagram in
Figure 2. State 1 uses heating to maintain the supply
air temperature. In state 2, outside air is mixed with
the return air to maintain the supply air at a given
setpoint. In state 3, the extremum seeking control is
used to control the dampers to minimize the me-
chanical cooling load. Also, the dampers must be
controlled to guarantee enough outdoor air inflow to
satisfy the ventilation requirement for the rooms.
Figure 3 shows the control regions for different out-
side air conditions on a psychometric chart. The re-
turn air condition was 75 °F and 50% relative humid-
ity, the cooling coil was ideal, and the minimum
fraction of outdoor air to supply air was 0.3. The
heating region is for state 1, the free cooling region
is for state 2, and the three regions that need me-
chanical cooling are combined into state 3.
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Initial State

ﬂ Heating with minimum outdoor air \

o Control supply air temp. with heating coil
e Control dampers for minimum ventilation

o No mechanical cooling

Heating control signal at Damper control signal at
minimum value for 5 min. ventilation limit for 5 min.

( 2 Free Cooling \

e Control supply air temperature with dampers

o Outdoor air flow rate satisfies ventilation requirement
o No mechanical cooling

o No Heating

Damper control signal at
100% outdoor air for 5 min.

Cooling control signal at
minimum value for 5 min.

[ 3 Mechanical cooling & self-optimizing control \

e Control supply air temperature with mechanical cooling

o Self-optimizing control for dampers to minimize mechanical cooling
o Outdoor air flow rate satisfies ventilation requirement

o No Heating

Figure 2: State transition diagram for the proposed
control strategy.
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Figure 3: Control states for different outside air con-
ditions for an ideal coil with return conditions 75 °F
and 50% RH.

The proposed control scheme has the following ad-
vantages over existing economizer strategies:

e FEnergy Savings. Using ESC will lead to energy
savings because the dampers will be controlled to
minimize the mechanical cooling load. Also, the
proposed strategy will save energy because it is
not dependent on unreliable RH sensors.

o Lower installed costs because the proposed strat-
egy does not require the outside air or return air
temperature or RH sensors.

e Lower maintenance costs because the tempera-
ture and RH sensors do not need to be calibrated.

In addition to the ESC application for economizer
control, an enhancement on the ESC is proposed: an
anti-windup ESC scheme against damper (actuator)
saturation. Due to the inherent integral action incor-
porated in the ESC loop, the integral windup due to
the damper saturation would disable the ESC, as will
be shown in Section 3. The back-calculation scheme
is applied to the ESC loop to achieve the anti-windup
capability.

In order to design and simulation the proposed con-
trol strategy, a quality dynamic model of economizer
is needed. In this study, an economizer simulation
model was developed in Modelica. Dynamic model-
ing of HVAC equipment has attracted increasing
attention in recent years. A summary of previous
work in dynamic modeling of vapor compression
equipment was presented in [14, 15]. According to
[15], the modeling regimes could be mainly classi-
fied as two categories: reference models and lumped
models. The reference models are designed to best fit
the underlying physics of the system, but will often
involve partial differential equations (PDE) and high
system order. In contrast, the lumped models will
lead to lower order ordinary differential equations
(ODE) based on some simplifications and/or space
discretization. In particular, the first category of
models requires extensive dynamic information from
the heat exchanger. The finite-volume method was
studied by MacArthur [16] but with simplifications
in decoupling thermal responses from pressure re-
sponses, which may result in less accurate mass dis-
tribution predictions. This issue was latter resolved
by MacArthur and Grald [17] from combining the
mass and balance equations, where the pressure re-
sponses are involved. Nyers and Stoyan [18] mod-
eled an evaporator using the approach of finite-
difference. Williatzen et al [19] employed a profile
assumption for the variation of refrigerant state
within each phase region. Recently, Rasmussen [20]
presents an novel modeling approach with more
freedom of selecting the system states and is claimed
to be equivalent to the common method of simplify-
ing the governing PDEs to the desired ODEs. Zhou
[21] developed a so-called forward model which was
capable of solving the governing differential equa-
tions concerning energy storage and transfer in a
cooling and dehumidifying coil. The lumped models
have also been studied by several authors for simula-
tion and control purposes [22-24]. Besides the mod-
eling approaches involved, the fact that different
time scales of the system dynamics are either inter-
woven or distinctive to a large extent yet poses an-
other serious challenge to the dynamic modeling of
HVAC. However, limited study has been done so far
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on developing effective and efficient dynamic mod-
els that are capable of handling system dynamics
with different time scales and simultaneously satisfy-
ing research purposes ranging from dynamic analysis
and control design of subsystems (e.g. AHU) to
building energy savings and comfort. As for AHU
modeling in particular, ASHRAE [15] said some of
the quickest phenomena occur in the AHUs (coils,
humidifiers, and economizers), when simulating
such subsystems, realistic dynamics have to be con-
sidered for all components involved: heat and mass
exchangers, fans, ducts and pipes, sensors and actua-
tors. Compared to the control oriented transient
analysis which features small time-scale, the energy
saving and human comfort evaluation are coped with
in a much larger time scale, but require accurate en-
ergy balances. For instance, the cooling coil usually
has the slowest transient among the four major com-
ponents in the vapor compression system, and thus
has the largest impact on transient performance. It is
necessary to consider mass distribution within the
cooling coil as a function of time and space and this
requires transient mass balances to allow for local
storage [14]. On the other hand, for an AHU, the
cooling coil is among the quickest responding com-
ponents. Their transient response may significantly
interact with closed loop controllers [15]. Thus, the
multiple-time-scale compatibility is important for the
dynamic/transient modeling of HVAC systems.

Control development for many HVAC systems, e.g.
the economizer in this study, would not be possible
without accurate and computationally efficient dy-
namic/transient models. Most simulation tools for
HVAC systems have been based on steady-state
modeling. Dynamic modeling and simulation is still
in the research phase and not mature yet. Modelica,
as an object-oriented language for physical model-
ing, has demonstrated its great capability for simulat-
ing multi-physical systems. Several Modelica based
simulation packages have been developed, e.g. the
Thermal-Fluid Library [25], the AirConditioning
Library [26], the Modelica Fluid Library [25] and
the HITLib [27]. The AirConditioning Library is
capable of handling both steady-state and transient
simulation, however, it was mainly designed for
automotive air conditioning systems. Some compo-
nents need to be modified for modeling building
HVAC systems such as economizers. In this study, a
dynamic model of a single-duct air-side economizer
is developed using Dymola (Version 6.1) developed
by Dynasim [28], the Modelica Fluid Library (MFL)
and the AirConditioning Library (ACL) (Versions
1.4 and 1.5) developed by Modelon [26].

The remainder of this paper is organized as follows.
Section 2 describes the dynamic economizer model
design. The details of ESC design are described in
Section 3, along with the anti-windup ESC. Finally,
simulation results that demonstrate the effectiveness
of ESC and the two proposed enhancements are pre-
sented in Section 4.

2 Dynamic Economizer Model Design

The dynamic model of economizer was developed
based on the Dymola 6.1, the MFL and the ACL 1.4
and 1.5. In addition to adopting the standard compo-
nents in the commercial packages, we have made the
following development: modification of water prop-
erty calculation for the heat exchanger model, ini-
tialization with pressure-temperature pair, mixing
box, and fan. Figure 4 shows the economizer model
that we have developed in Dymola, which includes
air ducts, air mixing box, fans, cooling coil, and a
room space. The air duct model was adopted from
the MFL. It allows detailed pressure drop calculation
due to wall friction. The air mixing box model
contains two sub-components: the air-mixing plenum
and the damper module. The air-mixing plenum was
developed using the splitter model from the MFL,
while the damper module was developed by
ourselves. We have also developed a fan model
based on the similarity factors [29]. In addition, the
cooling coil was developed based on the evaporator
model from the ACL. A water medium model
CoolWater was developed based on the IAWSP-1F97
formulation [30], and compared with the water
medium model developed in the ACL. The pressure-
temperature pair was used for both initialization and
state derivation with the consideration of practical
HVAC operation. Finally, a mixing volume model
from the MFL was used to represent a room space.

arSik  Ext v=v

damperPos

>

OoutAirTemp

2 (1) Air Mixing Box

(2) Cooling Coil

wat.

fanSup

(3) Fan

valvePosition

>7

(4) Room

areymol

Figure 4: Dymola layout of the economizer model.
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2.1 Air Mixing Box

The air mixing box is a component of the AHU that
mixes the outdoor air and the return air from the
conditioned indoor space. It consists of a damper
module (outdoor, return and exhaust dampers) and
an air-mixing plenum. The fraction of the outside air
is regulated by the outdoor damper whose command
signal is interlocked with the exhaust and return air
damper. The supply air flow rate is kept as consistent
as possible to ensure proper pressure balance at the
building side. In addition, to provide adequate venti-
lation, the minimal OAD opening is limited by an
actuator. The damper model was developed based on
the work by Tan and Dexter [31]. The pressure drop
across the dampers is given by P = Rdampma,, ,
where m,;, is the mass flow rate of the air through the
dampers and Rg,,, is the resistance of the damper
given by

Ryaexplki(1—0)]
Ry
30(1/3-a)La+0.0429aF

if @>03333
]?dmp =

if <0333

@)
where « is the fractional opening of the damper (0
for fully closed and 1 for fully open), &, is a constant
depending on the type of blades used, R,pe, is the
resistance of fully open dampers, and L, is the leak-
age when the damper is fully closed. In Eq. (1), there
exists a slight discontinuity of the damper resistance
around 0.3333. It was smoothed by a third order
polynomial covering the interval of [0.2833, 0.3833].
The four coefficients of the polynomial were deter-
mined with the two functional values and two deriva-
tive values at 0.2833 and 0.3833. The air-mixing
plenum was formulated on the basis of the splitter
model from the MFL.

2.2 Fan

Two fan models are employed in this study. The first
fan model was based on the pump model from the
MFL. The only change was on the medium flowing
through, from water to the moist air. The second fan
model was developed based on the similarity factor
model in [29]. The relationship between the flow
factor and pressure factor is given by

where 4 = (zD?)/4, U = (xDN)/60, APy = (pV*)/2,
V:Q/Aex, AProtat = APstar + APver , @ is the flow

factor, y is the pressure factor, Q is the flow rate, 4
is the reference area, 4., is the exhaust area, D is di-
ameter of the impeller, v is the velocity of the out-
flow air, N is the rotation speed in rpm, APy, is the
static pressure, AP, is the velocity pressure, and
AP gynam, peripn 15 the peripheral dynamic pressure. Cj,
C, and C; are coefficients of the polynomials relating
the flow and pressure factors, which are fitted to the
manufacture’s fan performance data by the least-
square estimation. A limited proportional-integral
(PI) controller is used to regulate the rotation speed
of the supply fan to maintain the static pressure of
the supply air duct at the setpoint. In addition, the
rotation speed of the return fan is synchronized by
another limited PI controller, with the reference set-
ting satisfying the steady-state equilibrium of overall
flow rate. This is a simplified treatment, and it is be-
ing improved by a more accurate treatment described
in the work by Tan and Dexter in [31] which consid-
ered the building over-pressurization and leakage
flow.

2.3 Cooling Caoil

Cooling coil is the most important component be-
tween the primary plant (e.g. chiller) and the air dis-
tribution system. As mentioned earlier, the cooling
coil is among the quickest responding components in
AHU and it also responds to the quickest perturba-
tions. Therefore, the transient behavior of cooling
coil may have significant effect on closed loop con-
trol performance [15].

Since Version 1.4, the ACL has developed a group
of heat exchanger models that are capable of simulat-
ing both transient and steady-state operations. The
dynamic energy and mass balances are formulated
based on the finite-volume method. The number of
discretization at the refrigerant side is proportional to
that for the solid wall and the air side. The heat con-
duction in the solid wall is modeled as a one-
dimensional problem perpendicular to the fluid flow
direction. In particular, the simulation results of a
cross-counter flow evaporator model used in an
automotive R134a-system had been validated in an
experiment conducted by Chrysler [32]. The meas-

@=Ci+Cauy +C3p’ (2a) ured data were compared with the simulation results
of the medium properties and the steady-state heat
Q= Q (2b) transfer rates, for three sets of boundary conditions
AU given by the mass flow rate, the inlet temperature,
AProtal the inlet enthalpy, and the relative humidity of the
V= APismam, periph (20) ambient air. The heat transfer rates had good consis-
) tency while the refrigerant-side pressure drop and the
air-side water condensing needed improvement.
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There were some challenges to directly use the heat
exchanger model from ACL for the cooling coil
component in the economizer model. In the ACL
Version 1.5, the choices of state variable pairs in-
clude pressure-enthalpy, density-temperature, and
mass-internal energy. Such choices are suitable for
the air flow and two-phase refrigerants in the auto-
motive refrigeration systems. However, for the build-
ing HVAC systems, especially for cooling coils in
the AHU, the working medium is typically single-
phase, i.e. water. Also, the temperature range is lim-
ited to the ambient temperature variation. Therefore,
it is necessary to reformulate the existing heat ex-
changer model in the ACL to accommodate the spe-
cific needs in building HVAC systems.

2.3.1 Medium Model Design and Implementation

An accurate water medium model is critical for the
transient simulation of cooling and heating coils in
the AHU. For the water property calculation, there
are mainly two international standard formulations,
namely, JAPWSO95 [33] and IAPWS-IF97 [30, 33].
The former was developed for scientific computa-
tion, while the latter was developed for industrial
applications. Prior to the release of Version 1.4, the
ACL had included a large set of medium models for
many refrigerants, but not the water medium. Since
Version 1.5, the ACL has adopted a lookup-table
(LUT) based incompressible fluid (water) medium
model for heat exchanger modeling. However, it
may have the following drawbacks. First, in the con-
trol volumes, pressure responses are decoupled with
thermal responses, which may lead to inaccurate
mass distribution predictions. Second, incompressi-
ble water model will also result in inaccurate pres-
sure drop calculations, which will in turn affect the
heat transfer property calculations.

To validate the accuracy of different formulations of
water property model, the IF-97 formulae based
model (abbreviated as “IF-97 model” later) and the
LUT based incompressible water model (abbreviated
as LUT model later) were compared with the
IAPWS-95 standard. The FLUIDCAL program de-
veloped by Wagner’s group was used to obtain the
IAPWS-95 based water properties [34]. For Dymola
6.1, the water medium in Modelica Media follows
the IF-97 model, while the water medium of Ther-
moFluidPro in the ACL Versionl.5 follows the LUT
model. The comparison was conducted in the tem-
perature range from 274.15 K to 373.15 K with an
increment of 5 K, and the pressure input was set 5
bars for all cases. Table 1 summarizes the maximum
errors of several properties based on the IF-97 and
LUT models relative to those derived from the

IAPWS-95 standard. Figures 5 through 8 compare
the relative errors of the IF-97 and LUT models in
density, specific entropy, C, and C,, respectively.
Note that C, and C, are assumed identical in the LUT
model. More discrepancies were observed for en-
tropy and C,.

Table 1: Water Properties Based on IF-97 and LUT
Models Relative to IAPWS-95 Standard

Maximum Relative Error (%)
Water Property
IF-97 ACLL.5
Density 0.0015 0.09
Specific Entropy 0.018 28.223
G, 0.052 0.189
C, 0.075 11.833
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Figure 5: Density errors of the [F-97 and LUT mod-
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LUT models relative to the IAPWS95 standard
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Within the Modelica Media Library, a group of wa-
terlFF97 models have been well defined to compute
the physical properties for water in the liquid, gas
and two-phase regions based on the IF-97 formulae.
However, there are several technical issues to use
these waterlF'97 medium models directly in the func-
tions of ACL. First, water[FF97 medium model con-
tains both single- and multiple-phase calculations, in
which the multiple-phase portion is not needed for
this application. In addition, earlier development in
the ACL is well compatible with the automotive air
conditioning systems whose working medium are
various kinds of refrigerants. The composition is a
critical argument contained in most functions devel-
oped in the ACL. For cooling and heating coils in the
AHU, the single-phase water is the only working
medium to deal with. The composition argument in
the existing ACL functions results in significant in-

convenience. For the single-phase water medium
used in the heating/cooling coils, it would be more
convenient to remove the composition argument.

Second, the medium property computation in the
ACL covers both single- and multiple-phase proc-
esses, which are involved not only in the balance
equations of the dynamic control volumes, but also
in the calculations of various thermodynamic states,
such as density, enthalpy and specific heats, which
are irrelevant to the dynamic states of the control
volumes. In addition, there are a lot of computations
related to multiple-phase processes. A process/device
involving only the single-phase water medium, such
as the heating/cooling coil in the AHU, is a much
simpler case. If we can remove all irrelevant compu-
tations, the resultant computational efficiency will be
greatly improved.

Thirdly, the refrigerants used by typical automotive
air conditioning systems are modeled on the basis of
the Helmholtz functions with density-temperature as
the pair of state variables. In many HVAC applica-
tions, it would be more convenient if the water prop-
erties are based on the pairs of pressure-temperature
or pressure-enthalpy. In addition, for physical prop-
erty calculations in the control volumes, the users
can access the medium functions only at hierarchi-
cally higher levels, which limits the customization or
reformulation of these functions for particular appli-
cations, especially when the user-preferred pair of
state variables is not supported in the existing pack-
age.

To address the above issues, we decided to develop a
simpler and more efficient water model, named as
CoolWater, based on Modelica Media.Interfaces.
PartialMedium. The basic formulation of the Cool-
Water model was obtained from [35]. In particular,
all redundant and conflicting variables and options in
the original waterlF'97 model were either removed or
modified, e.g. the BaseProperties code. To be consis-
tent with the coding style and physical property cal-
culations preserved in the ACL, several IF-97 based
low-level medium functions and utilities were
adopted from the Modelica Media Library.

A heat exchanger model was developed based on the
CoolWater medium described above. Heat exchanger
modeling is generally considered the most computa-
tionally intensive entity in a refrigeration system
[36]. To properly adapt the CoolWater model to the
refrigerant side, equations in the dynamic control
volumes should be rewritten, but the change should
not degrade the overall inheritance structure and ex-
actness of the heat exchanger model. Since the up-
permost hierarchical structure of the heat exchanger
is composed of only a few lines of code, the work of
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implementing single-phase water model should be-
gin from the most rudimentary control volumes. In
the development phase, different choices of state-
variable pairs were first compared and evaluated in
order to achieve both engineering convenience and
numerical efficiency. It was stated in [37] that the
mass-internal-energy pair could decrease the nu-
merical efficiency. The density-temperature pair was
considered by [38] a bad choice in the liquid region
for compressible fluids due to the amplification of
numerical error.

Currently, the state-variable pairs of pressure-
temperature and pressure-specific-enthalpy have
been formulated into the heat exchanger model for
comparison purpose. The techniques of state variable
transformations were performed in the dynamic bal-
ance equations for pressure-temperature and pres-
sure-specific-enthalpy, respectively [38, 39]. The
corresponding partial derivatives appeared in the
balance equations could be computed using rudimen-
tary IF-97 functions. To ensure consistent and con-
venient initialization, the pressure-temperature pair
(compared to the pressure-enthalpy pair) has been
added into the initialization options, since tempera-
ture is easier to set for HVAC operation rather than
some other variables such as enthalpy.

2.3.2 Validation of Cooling Coil Model

A cooling coil model was derived from the heat ex-
changer model described in the previous section. To
validate this model, two comparisons were con-
ducted: comparison of pressure-temperature and
pressure-enthalpy and comparison of our cooling coil
model and the cooling coil in ACL Version 1.5.

As described in [38], the advantage of using the
pressure-temperature pair is that there are many me-
dium property models which are explicit in this state
pair. The sensitivity of using this state pair needs to
be checked. It is known that using different dynamic
state variable pairs may change the numerical sensi-
tivity of the corresponding thermodynamic equations
of state (EOS). For a bad choice of state pair, even a
small error in one of variables of the state pairs may
lead to a large error to other variables calculated
from EOS. To address such concern, the pressure-
temperature and pressure-enthalpy pairs were com-
pared with an example cooling coil model.

The cooling coil adopted a flat tube louvered fin heat
exchanger model given in the ACL. It consists of
louvered fins and extruded microchannel flat tubes,
both made of aluminum. The schematic diagrams in
Figure 9 show the geometry and flow pattern for the
cooling coil model.

'E l pipes z_pipes
-,EI I v
= 1 OD0CCE | a
i
N G oD
i,
%‘@' Air

(a) Flow pattern of water and air
atehas

¥  passss

haight
1

o,

(b) Six-pass cooling coil with vertical flow of cool-
ing water and cross flow of air

(c) Geometry of the triangular louvered fin

Figure 9: Schematic diagrams for the example cool-
ing coil [40]

On both sides of the wall, several parallel flow chan-
nels are lumped into one uniform flow path. The
cooling water path through the component is treated
as one pipe flow with circular cross section and one
air element associated with each flow segment. Each
air element is further discretized along its flow direc-
tion. The total depth and height were set to be 0.06 m
and 0.21 m, respectively. The width of the cooling
coil could be then calculated from the known number
of flat tubes and dimension of the flat tubes and fins.
For the water side, as shown in Figure 9(b), there are
15 flat tubes in the 2™ and 5™ flow passes, and 10
flat tubes in the each of the remaining flow passes.
The dimension of the flat tubes could be determined
through three parameters: height of one flat tube,
center to center distance of two adjoining flat tubes,
and the number of pipes in one flat tube. They were
set to be 1 mm, 10 mm and 20, respectively. The
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wall thickness and radius of each pipe were set to be
0.1 mm and 0.4 mm. At the air side, the shape of the
louvered fins was set to be triangular. The fin dimen-
sions are summarized in Table 2.

Table 2: Dimensions of the louvered fins

Fin Dimension Parameter Setting

Number of fins per 0.1 m 80
Louver length (mm) 7
Louver pitch (mm) 1.4
Louver angle (°) 28
Fin thickness (mm) 0.1
Fin radius (mm) 0.4
: | Red line: P-T

Blue line: P-h

404 The difference curve

o -632.336W (initial)
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15
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Figure 10: Internal energy in the 3" control volume

For the two state pairs, the inlet air conditions were
set identical. The flow rate, temperature and relative
humidity of the inlet air were set to be 0.2 kg/s,
313K and 60%, respectively. For the water side, the
chilled water flow rate was kept as 0.3 kg/s. For the
pressure-temperature state pair, the initial tempera-
ture was set to 292.146 K. To be consistent with this
setup, the inlet specific enthalpy was set to 8x10*
kJ/kg for the pressure-enthalpy state pair. The total
discretization number at the air side and water side
was set to be 12 and 6, respectively. Figures 10
through 12 show the simulation results from our
cooling performance test. The difference curves
shown in the plots are the calculated numerical dif-
ferences between these twos state variable pairs. The
results indicate that the differences are noticeable
only in the region of numerical transient responses,
i.e. 0 to 0.5 seconds, which is not harmful to the
overall transient and steady-state solutions.

IO RN S i refrigerin AU EvaparMer rHngRraal dUlE] - eviparatee regeeant JUTE
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Figure 11: Internal energy in the 6™ control volume
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Figure 12: Total heat transferred from the heat ex-
changer

A further study was then performed to benchmark
our development with the ACL Version 1.5. The heat
exchanger model from ACL Version 1.5 was
equipped with the LUT water model. In our case, the
CoolWater model was used and pressure-
temperature was selected as the state variable pair.
The geometric configuration of the cooling coils was
reinforced to be the same in the two cases. A similar
cooling performance test was conducted, the initial
air flow rate was 0.0675 kg/s and the air temperature
and RH were given by 303.15 K and 60%, respec-
tively. For the water side, the chilled water flow rate
and initial temperature was kept as 0.1 kg/s and
293.15 K respectively. As shown in figure 13, the
inlet temperatures at the water and the air sides re-
spectively experienced ramp changes in sequence: at
30 second, the inlet water temperature first ramped
to 298.15 K within 20 second, and then the inlet air
temperature ramped to 308.15 K at 75 second within
20 second as well. Again, the total numbers of dis-
cretization at the air and water sides were set as 12
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and 6, respectively. Figures 14 through 16 compare
the simulation results of the two cases in terms of the
specific enthalpy, the internal energy and the total
heat transfer rate, respectively. The maximum rela-
tive error was found to be around 0.5%. For this sin-
gle heat exchanger model test in our study, the com-
putation time using the IF-97 model was about 50%
more than that using the LUT model in the ACL
Version 1.5.

Inlet Air Temperature

Inlet Water Temperature
20s

a = S @ % 100
Time (sec)

Figure 13: Sequential ramp changes of inlet water
and air temperatures
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Figure 14: Specific enthalpy in the 2" and 6™ control
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Figure 16: Total heat transfer rate at heat exchanger

3 Extremum Seeking Control (ESC)
of Economizer Operation

3.1 Overview of ESC

The extremum seeking control deals with the on-line
optimization problem of finding an optimizing input
Uuqpt) for the generally unknown and/or time-varying
cost function I(¢, u), where u(f) eR" is the input pa-

rameter vector, i.€.
U, (1) = argmin/(t,u) -

3)

Figure 17 shows the block diagram for a typical ESC
system [41]. The measurement of the cost function
I(t, u), denoted by y(?), is corrupted by noise n(?). The
transfer function Fy(s) denotes the linear dynamics of
the mechanism that command the control or optimi-
zation parameter vector u(¢). Fo(s) denotes the trans-
fer function of the sensor dynamics that measure the
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cost function, which is often a low-pass filter for re-
moving noise from the measurement.

Fig. 17: Block diagram of extremum seeking control

The basic components of the ESC are defined as fol-
lows. The dithering and demodulating signals are

denoted by d/ (t)=[sin(a)1t) sin(a)mt)] and

d, (1) =[a,sin(w1) + e, a, sin(w,N+a,] ,

respectively, where ; are the dithering frequencies
for each input parameter channel, and ¢; are the
phase angles introduced intentionally between the
dithering and demodulating signals. The signal vec-
tor d,(f) contains the perturbation or dither signals
used to extract the gradient of the cost function /(¢,
u). These signals work in conjunction with the high-
pass filter Fpp(s), the demodulating signal
d! (1) =[sin(a)1t) sin(a)mt)] and the low-pass
filter F;p(s), to produce a vector-valued signal pro-
portional to the gradient %(ﬁ) of the cost function

at the input of the multivariable integrator, where i
is the control input based on the gradient estimation.
By integrating the gradient signal, asymptotic stabil-
ity of the closed loop system will make the gradient
vanish, i.e., achieving the optimality. Adding com-
pensator K(s) may enhance the transient performance
by compensating the input/output dynamics. For a
detailed explanation of ESC, consult references [12,
13, 41].

The earliest version of ESC can be dated back to
Leblanc’s work in 1922 [42]. There was great inter-
est in this subject in 1950s and 1960°s [10, 11, 43].
The research conducted by Krsti¢ and his coworkers
in the past decade ignited a resurgence of extremum-
seeking control [12, 13]. Krsti¢ and Wang first pro-
vided the stability proof for general SISO nonlinear
plants based on averaging and singular perturbation
methods [12]. More design issues were addressed in
another paper by Krsti¢ [13]. Later, the stability
proof was extended to discrete-time situation [44].
The proposed ESC framework has been applied to
various applications, such as maximizing biomass
production rate [45], maximizing pressure rise in
axial flow compressor [46], minimizing acoustic
pressure oscillation to enhance combustion stability
[47], minimizing the power demand in formation
flight [48], and minimizing limit cycling [49], among

others. The extremum seeking control was also stud-
ied along different paths. Ozgiiner and his coworkers
combined ESC with sliding mode control [50-52] to
study the vehicle ABS control. Based on the assump-
tion of quadratic functional form with a finite num-
ber of parameters, Banavar developed an ESC
scheme with an adaptation procedure of on-line iden-
tifying the parameters in the assumed function [53-
55].

3.2 ESC for Energy Efficient Operation of
Economizers

The ESC based economizer control is illustrated in
Figure 18. The economizer control can be considered
as a dual-loop structure. The inner loop is the supply
air temperature control for the cooling coil, which
has faster dynamics. The outer loop is the damper
opening tuning for minimizing the cooling coil de-
mand, which is realized with an ESC framework.
The nonlinear performance mapping is from the out-
door air damper opening to the cooling coil demand,
and the input dynamics are effectively the closed
loop dynamics for supply air temperature control. In
the three-state economizer operation scheme, as de-
scribed in Section 1, the ESC is used for state 3
where mechanical cooling is required.

d | Damper
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Fipls) X Fipls) — — f —| K(s) —0O
i
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O« Damper
* : Mixed Air ‘
’ Cooling ¢ Setpoint Supply
1 Supply Air Coil e Ke(s) — Air Temperature
Temperature

(a) Detailed block diagram
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Figure 18: ESC based economizer control

3.3 Extremum Seeking Controller Design

Typical ESC design needs to determine the follow-
ing parameters: the dither amplitude ¢, the dither
frequency @ and phase angle ¢, the high pass filter
Fyp(s), the low pass filter F;p(s), and the dynamic
compensator K(s). Based on averaging analysis, the
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dither frequency should be relatively large with re-
spective to the adaptation gain, but should not be too
large to trigger unmodeled dynamics and make the
system more sensitive to measurement noise. Also, if
the dither frequency is well out of the bandwidth of
the input dynamics, the roll-off in the magnitude re-
sponse will slow down the convergence [13]. There-
fore, dither frequency @y is typically chosen to be
just a moderate value smaller than the cut-off fre-
quency of the input dynamic as long as it is enough
to separate the time scales of the dither signal and the
inner loop dynamics. Generally, the dynamic com-
pensator should be designed based on the dither sig-
nal, adaptation gain and the frequency responses of
the input dynamics. Particularly, a proper propor-
tional-derivative (PD) action can increase the phase
margin of the input dynamics and thus make the in-
ner loop more stable. However, extreme values of
the adaptation gain, especially the derivative gain,
will make the system unnecessarily affected by noise
and thus destabilize the system. Further design
guidelines are summarized as follows.

1) The dither frequency must be in the passband of
the high pass filter and the stopband of the low
pass filter, and it should be below the first cut-
off frequency of the tuning schemes F(s).

2) The dither amplitude should choose to be suffi-
ciently small.

3) The dither phase angle should choose to satisfy

0=-"< LEi(jo)+a< Z and it is desirable to
2 2

design the phase angle g = -~ < LFi(jo)+a< z
2 2
such that @1is close to zero.

3.4 Anti-windup ESC

Actuator saturation is often encountered in control
systems. To our best knowledge, the issue of actuator
saturation has not been discussed for extremum seek-
ing control. For the economizer control, the actuator
saturation will happen when it is cool or hot outside.
For instance, when the outdoor air is around 53°F,
the outdoor air damper will be positioned fully open
to allow 100% outdoor air to enter the AHU. When it
is warmer than 100 °F, the damper will be closed to
a minimum opening which only maintain the lowest
ventilation for indoor air quality [56]. In other words,
the optimal reference input is not inside the satura-
tion limit, but rather at either limit point. Transition
between the ESC operation and the non-ESC opera-
tion is affected by the saturation issue. The averaging
analysis of ESC [43] showed that, at a large time
scale, the ESC can be deemed as a linear system
regulating the gradient signal with a PI controller.

When saturation presents in the ESC loop, integrator
wind-up is unavoidable and, in consequence, leads to
the undesirable windup phenomena. Later in Section
4.3, a simulation study will show that, due to the
windup issue, the ESC action may be totally disabled
even when the air condition changes to a point de-
manding its re-activation. It is thus necessary to
modify the standard ESC structure in order to avoid
integrator windup.

There has been much work reported in the field of
anti-windup control (AWC) [57, 58]. In order to
keep the simple nature of ESC, a back-calculation
method is proposed as in Figure 19, following the
spirit of the references [58-60]. The difference be-
tween the input and output of the actuator is fed back
to the input end of the integrator through some gain
factor. Our simulation results have demonstrated that
this method works well to prevent the integrator
windup in ESC system. Future research needs to in-
vestigate the design guidelines for the proposed anti-
windup ESC. The analysis will be based on combin-
ing the existing method for back-calculation AWC
and the averaging analysis [61, 62].

d +| dy
- -
. — ’
+
—— Fols) 4—? m _/_ X
n +

Figure 19: Block diagram for the anti-windup ESC

4 Simulation Study

The proposed extremum seeking control schemes
were simulated with the Modelica based economizer
model described in Section 2. The economizer model
was used to identify the system dynamics and then
illustrate the ESC schemes presented in the Section 3.
At the point of writing this paper, the condensation
computation from ACL 1.5 has not been incorpo-
rated into the cooling coil model due to the software
licensing delay. Only the dry air can be simulated.
The simulation results in the following are presented
for illustration purpose. More rigorous treatment will
be done after the condensation computation is made
up to deal with moist air.

4.1 ESC with Standard Design

As previously stated, the control objective in this
study is to minimize the chilled water flow rate of
the cooling coil by tuning the OAD opening. The
input dynamics from the OAD opening to the chilled
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water flow rate was approximated based on several
open-loop simulations. Fast (20 second) ramp input
was used to approximate step input in order to re-
move the output jitter due to the inner loop PI control.
Two fast-ramp responses are shown in Figure 20,
which shows the second-order system behavior
across the whole range of operating conditions.
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Figure 20: Chilled water flow rate output under fast
ramp change of outdoor air damper position

The following second order model was assumed to
fit the fast-ramp test data:

2
Wn

Fits)= s>+ 28 wns + o’

“)

where @» is the undamped natural frequency and ¢
is the damping ratio. The damping ratio { was first
approximated by the percent overshoot suggested in
[63], then the 10% to 90% rise time 7, was estimated.
The @~ can then be approximated via the following
relationship with 7, and £[63]:

A group of tests indicate that @» ranged from
0.0108 to 0.021 rad/sec. As a conservative approxi-
mation, @» was chosen to be 0.011 rad/sec. The
damping ratio was estimated from the percent over-
shoot and was determined as 0.6. To properly sepa-
rate the dither signal and plant dynamics, the dither
frequency wy is selected as one tenth of the natural
frequency. Next, the following high pass filter Fyp(s)
was selected:

N

Fur(s) = —5
(8= 00001

(6)
which has a unit gain at the @w,. The low pass filter
was designed as

0.0006°

Fip(s) =
(8 = 3 770.6-0.00065 4 0.00067

(7

which has approximately 10dB and 20dB attenuation
at wy and 2wy, respectively. To be consistent
with the phase lag introduced by the input dy-
namics F(s), the dither phase « was selected as 0.57
(radian), which makes 8 = ZFi(jo)+a = 0.1°. The

dither amplitude was chosen to be 10%.

The designed ESC was tested with a fixed operating
condition. To be consistent with standard econo-
mizer design conditions, the supply air temperature
is controlled at 55°F and the return air temperature is
maintained around 75°F by providing a constant heat
input to the indoor space. The system was started at
minimal OAD opening (20%) to ensure adequate
indoor air quality, and the ESC controller was turned
on at about 3000 seconds to bring the system the op-
timum. The optimal OAD opening in this study is
100% since the outdoor air was set to 286K (55°F),
which is always lower than the return air temperature
297K (75°F). Therefore, the more outdoor air intake,
the less cooling water needed to be consumed. Fig-
ure 21 shows the time histories of the optimized
chilled water flow rate and OAD opening. The ob-
tained steady-state results are very close to the opti-
mum since the assumed condition is mechanical
cooling with optimal OAD opening at 100%.

T 2.164 +0.60 )
On
which is accurate for 0.3< ¢ <0.8.
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Figure 21: Tuning results of ESC with standard ESC.

4.2 Anti-Windup ESC

Another simulation study was conducted to verify
the effectiveness of the proposed anti-windup ESC.
Assume that a 20% damper opening is the minimum
requirement for indoor air quality, and thus this was
set as the lower saturation limit. The upper saturation
limit was 100%. In the simulation study as shown in
Figure 21, the initial outdoor air damper opening was
set at 20%, the same as the lower saturation limit.
The initial air temperature was again set to be 286 K.
Figure 22 shows the integrator windup phenomenon
when only the general ESC scheme was applied.
Driven by the ESC, the damper opening was in-
creased from 20% to 100% which was the corre-
sponding achievable optimal setting. Then the out-
door air temperature was suddenly increased to 310
K (36.85 °C) at 6000 seconds, the new optimal open-
ing was supposed to be below the lower saturation
limit. However, the results show that the ESC was
unable to respond to such change with reducing the
damper opening. Rather the damper appeared
“stuck” at the previous position. In comparison, as
shown in Figure 23, applying the back-calculation
based anti-windup ESC starting from 3000s effec-
tively solved this problem. Therefore, the proposed
anti-windup ESC scheme is shown to be able to han-
dle the saturation windup problem.
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Fig. 23: Anti-windup ESC under damper saturation

5 Conclusions

In this paper, a Modelica based dynamic simulation
model was developed for a single-duct air-side
economizer based on Dymola and AirConditioning
Library. In order to make the cooling coil modeling
more effective and computationally efficient, revi-
sion was made on the water medium model and the
associated heat exchanger modeling. An ESC algo-
rithm was proposed as part of a three-state econo-
mizer operation, which aims to minimize mechanical
cooling load for the economizer operation in com-
mercial buildings. The standard ESC algorithm was
enhanced by an anti-windup ESC scheme against
damper (actuator) saturation. Simulations were con-
ducted to search for the optimal outdoor air damper
opening for standard ESC and the anti-windup ESC.
The simulations results demonstrated the effective-
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ness of using ESC for tuning the outdoor air damper
position to minimize mechanical cooling load. The
proposed enhancement was also validated through
the simulation results.
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Appendix: Economizer Operation

The American Society of Heating, Refrigerating
and Air Conditioning Engineers (ASHRAE) recom-
mends using economizers based on the cooling ca-
pacity size and weather characteristics for the build-
ing location. ASHRAE [2] classifies climate data
based on temperature with a number from 1 to 7, and
the letters A, B, and C, which correspond to moist,
dry, and marine climates, respectively. Table 1 con-
tains climate zones for 16 cities in the United States.
The fourth column (Economizer Requirement)
shows the cooling capacity for which an economizer
is required by ASHRAE [2]. No economizer is re-
quired in weather locations 1A, 1B, 2A, 3A, and 4A.
In weather locations 3B, 3C, 4B, 4C, 5B, 5C, and
6B, an economizer is required when the cooling re-
quirement is greater than or equal to 19 kW. In all
other weather locations, an economizer is required
when the cooling requirement is greater than or equal
to 40 kW. ASHRAE [3] describes several control
strategies for transitioning between 100% outdoor air
and the minimum outdoor air required for ventila-
tion. The control strategies are called “high limit
shutoff control for air economizer.” Following is a
list of strategies that can be programmed in a com-
puter control system.

e Fixed dry bulb temperature. This strategy com-
pares the outdoor temperature to a transition tem-

perature. If the outdoor air temperature is greater
than the transition temperature, then the dampers
are controlled for the minimum outdoor air re-
quired for ventilation. ASHRAE [3] said this is the
most reliable and simple control strategy since a
simple thermostat placed in an outdoor air intake
can be used. Table 2 shows the transition tempera-
ture for different climatic zones. The U.S. De-
partment of Defense [64] recommends this strat-

cgy.

o Differential dry bulb temperature. This control
strategy compares the outdoor and return air tem-
peratures. If the outdoor temperature is greater
than the return air temperature, then the dampers
are controlled for minimum outdoor air required
for ventilation. This strategy should not be used in
the following climatic zones: 1A, 2A, 3A, and
4A. Hydeman et al. [65] said, "Of all of the op-
tions, dry bulb temperature controls prove the
most robust as dry-bulb temperature sensors are
easy to calibrate and do not drift excessively over
time. Differential control is recommended
throughout California and the sensors should be
selected for a through system resolution of 0.5 °F.
Dry-bulb sensors work well in all but humid cli-
mates, which are not typical in California."

o [Fixed enthalpy. This control strategy measures the
outdoor air temperature and relative humidity.
Then the outdoor air enthalpy is calculated and
compared with a transition enthalpy. If the out-
door air enthalpy is greater than the transition en-
thalpy, then the dampers are controlled for mini-
mum outdoor air required for ventilation. ASH-
RAE [2] recommends a transition enthalpy of
47kl/kg and at locations with altitudes signifi-
cantly different than sea level, the transition en-
thalpy should be determined for 24 °C and 50%
relative humidity. This strategy should not be
used in the following climatic zones: 1B, 2B, 3B,
3C, 4B, 4C, 5B, 5C, 6B, 7, and 8, due to the prob-
lem with humidity sensors.

e Differential enthalpy. This control strategy deter-
mines the outdoor and return air enthalpy from
measurements of the outdoor and return air tem-
perature and relative humidity. If the outdoor air
enthalpy is greater than the return air enthalpy,
then the dampers are controlled for minimum out-
door air required for ventilation. In 2003, the U.S.
General Services Administration required a differ-
ential enthalpy economizer for air-handling units
with a capacity greater than 3,000 CFM (1,416
LPS) unless the air handling system design pre-
cluded the use of an air-side economizer. Regard-
ing the use of differential enthalpy controls, Hy-
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deman et al. [65] said, “Differential enthalpy con-
trols are theoretically the most energy efficient.
The problem with them is that the sensors are very
hard to keep calibrated and should be re-calibrated
on an annual or semi-annual basis. Contrary to
common perception, enthalpy controls do not
work in all climates. In hot dry climates they can
hunt and excessively cycle the economizer damp-

ers when the hot dry outdoor air has lower en-
thalpy than the space(s) at cooling balance point.
What happens is that the economizer opens up and
the coil is dry, which in turn dries out the space(s)
until the return enthalpy goes below the outdoor
enthalpy. As a result, the economizer damper
closes, the space humidity increases, and the cycle
repeats.”

Table A.1. Climate zones and economizer requirement for 16 US cities. (g...;: cooling capacity)

Climate Description Cities Economizer Requirement

1A Very Hot - Humid Miami, FL None

1B Very Hot - Dry --- None

2A Hot - Humid Houston, TX None

2B Hot - Dry Phoenix, AZ Geoor = 40 kKW

3A Warm - Humid Charlotte, NC None

3B Warm - Dry Los Angeles, CA Geoor 2 19 kKW

3C Warm - Marine San Francisco, CA Geoor > 19 kW

4A Mixed - Humid New York, NY None

4B Mixed - Dry Albuquerque, NM Geoor > 19 kW

4C Mixed - Marine Seattle, WA Geoor > 19 kW

5A Cool - Humid Chicago, IL Geoot > 40 kW

5B Cool - Dry Denver, CO Geoor > 19 kW

5C Cool - Marine - Geoor > 19 kW

6A Cold - Humid Minneapolis, MN Geoor > 40 kW

6B Cold - Dry Cheyenne, WY Geoor = 19 kW

TA Very Cold - Humid Ashland, WI Geoor = 40 kW

7B Very Cold - Dry Jackson, WY Geoor = 40 kW
8 Arctic Fairbanks, AL Geoor = 40 kW

Table A.2. Transition temperatures for fixed dry bulb economizer.

Climatic Zones Transition Equation
1B, 2B, 3B, 4B, 4C, 5B, 5C, 6B, 7B, 8 T,,>24C
5A, 6A, 7A T,,>21C
1A, 2A, 3A, 4A T,>18C
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Using Modelica for modeling and simulation of spark ignited
engine and drilling station in IFP

Masoud Najafi* and Zakia Benjelloun-Dabaghi®

Abstract

Modeling and simulation are becoming more crucial
since engineers need to analyze very complex systems
composed of several components from different do-
mains. Current tools used in IFP (French Institute
of Petroleum) are generally weak in treating multi-
domain models because the general tools are block-
oriented and thus demand a huge amount of manual
rewriting to get the equations in explicit form. The
most popular tool used at IFP in simulation of 0D/1D
systems and control design area is Simulink. In this
paper, we present the use of the Modelica language
in modeling and simulation of two industrial applica-
tions.

Keywords: Modeling;, Modelica; Scicos; SI Engine;
Drilling station

1 Introduction

Scilab! is a free and open-source software for scien-
tific calculation and Scicos? is a toolbox of Scilab that
provides an environment for modeling and simulation
of hybrid dynamical systems [1, 2]. They can be com-
pared with Matlab and Simulink, respectively. The un-
derlying hybrid formalism in Scicos allows modeling
and simulation of very general hybrid dynamical sys-
tems, i.e., systems including continuous, discrete-time
and event based behaviors.

Scicos supports acausal modeling or modeling physi-
cal systems with components. This has been done, in
particular, by lifting the causality constraint on Scicos
blocks and by introducing the possibility of describing
block behaviors in the Modelica language. This ex-
tension allows the user to model physical systems de-
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de Voluceau, BP 105, 78153, Le Chesnay,
masoud.najafi@inria.fr
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France

scribed by mathematical formula. Most physical com-
ponents are more naturally modeled with components
simply because physical laws are expressed in terms
of mathematical equations [3].

Modelica is a modern object-oriented programing lan-
guage based on equations instead of assignment state-
ments. Modelica has a multi-domain modeling capa-
bility, e.g., electrical, mechanical, thermodynamic, hy-
draulic, and control systems can be described by Mod-
elica. Modelica programs are built from classes that
contain elements, the variable declarations, and equa-
tions. In order to write a complicated model easily
and efficiently, the model is decomposed into several
components. Then, by interconnecting components
the model is constructed [4].

In the following sections, we will present two indus-
trial applications: drilling station and spark ignited en-
gine. These applications have been already modeled
in Simulink which is a popular tool at IFP mostly used
for simulation of 0D/1D systems and control system
design. In this paper, we will present the way these ap-
plications have been modeled with Modelica and sim-
ulated in Scicos.

2 Modeling a drilling station

Modeling in the oil and gas industry is used in sev-
eral stages of operations, from exploration activity to
refining of the crude oil. The purpose of modeling is
to improve an understanding of the problems that are
usually difficult or expensive to deal with in the real
physical system. Drilling a well into a reservoir is an
expensive, risky, and time-consuming process. So the
problems and malfunctions should be detected as soon
as they appear. Most of problems in drilling industry
are due to lack of a complete knowledge about the en-
vironment and the process. Modeling and simulation
are inevitable to detect and control of such problems.
In previous works done at IFP a model of drilling sta-
tion has been developed [5, 6, 7]. The particularity
of this work, inspired directly from cited works, lies
in using Modelica language and formal computing to
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Figure 1: A schematic diagram of a drilling well sta-
tion.

model and simulate the drilling well station model.

A drilling well station is composed of several parts.
The first visible part of a drilling well is the rig which
is a structure housing equipments used to drill into un-
derground reservoirs for water, oil, or etc. The basic
components of a rotary drilling rig are the derrick and
hoist, rotary table, kelly, drill pipe, bit, and pump as
shown in Fig. 1.

The derrick is the support structure that holds the
drilling apparatus and the drill string. The drill string
consists of rotary table, kelly, drill pipe, drill collars,
and bit. The rotary table is a circular table in the der-
rick floor which is rotated by the electrical or diesel en-
gines. The kelly is a four or six-sided pipe that passes
up through the rotary table and transfers rotary motion
of the rotary table to the drill string. When rotated by
the rotary table, the kelly is free to be raised or lowered
by a cable connected to the top of the derrick down the
kelly.

Drill Pipe is always the longest component in a drill
string. Typically thousands of meters of drill pipe are
used to drill an oil well. Drill pipe is manufactured in
segments of 10 meters lengths. The top joint of the
drill pipe is connected to the kelly. Bottom joint of
the drill pipe is directly connected to larger diameter
pipes called drill collars. One of the earliest problems

drillers encountered in rotary drilling was that of keep-
ing their boreholes straight. The deeper drillers went,
the more the boreholes deviated from vertical. Drill
collars weigh more than drill pipe and are designed
to lower the center of gravity of the drill pipe. This
helps control drilling (e.g., making a straight hole) and
prevents the pipe from kinking and breaking. Two to
twenty drill collars are often used.

The drilling bit is the end of the drill string that actu-
ally cuts up the rock. The bit screws into the bottom of
the drill collars. The most common bit is the tricone bit
which has three rotating cones. The cones have teeth
that are designed to chip and flake away the rock as the
bit is rotated.

2.1 Model of the drilling well

The drilling model is a set of differential equations de-
scribing behavior of components of the drilling station,
including the bit and the rock interactions. The model
should be as simple as possible to explain the desired
malfunctions. The diagram in Fig. 2 shows the model
composed of four main components: arig, a drill pipe,
a drill collar, and a drilling bit. These component in-
teract with each other via four main variables:

T': the torque that a component applies on another,

F': the force that a component applies on another,

Q: the angular velocity of a component,

V' the longitudinal velocity of a component.

A more detailed description of components’ model
will be given in the following sections.

Qeaps Viab Qipor, Vibor Q. Ve
Drill
collars

Drill Drill

rig [ pipe =

Drill

< bit

Figure 2: Connecting variables

The model is nonlinear and one-dimensional and pro-
vides several bottom/surface transfer functions which
can be used for real-time estimation of borehole vari-
ables. Furthermore, the model can be used for stability
analysis that is extremely important in controlling the
drilling process. Another important use of the model is
the simulation of transient and steady state behaviors.

2.1.1 Drilling rig

Drilling rigs may have very complex structure varying
in form and size. From the modeling point of view
the rig imposes the boundary conditions on the drill
string structure. A first approach to model the rig is to
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consider its geometric structure and the elements that
constitute the rig. This may give an exact model, but
it would not be practical. Because in fact this model
would be very complex and numerically would be so
slow that it could not be used in real-time applications.
Another problem with this approach is the fact that it
cannot be used for another rig.

In [5], the model of two mass-spring-damper has been
proposed for the model of longitudinal motions of the
drilling rig, as shown in Fig. 3. Although the model
is simple, it can provide a very good low frequency
response (up to 20 Hz) which is quit enough for our
purpose. Further more, when the rig changes, unlike
the first method which needs a complete new model,
here we need just a new identification for parameters
of the model.

X1

X2

Figure 3: A mechanical model for the drilling rig

The mass m; and my, can be interpreted as the mass of
the hook and the kelly, respectively [5]. F;,), is the nec-
essary force on the well surface to bore the drill string
down into borehole. V4, is the kelly’s longitudinal ve-
locity.

Rotary table is modeled as a rotating mass with iner-
tial momentum. In Fig. 2, &4, T, T;op are the angu-
lar velocity of the rotary table, the torque applied on
the rotary table, and the torque needed to turn the drill
string, respectively.

2.1.2 Drill pipe

The drilling pipe is composed of multiple segments
which are screwed together to construct a pipe with
thousands of meters. Due its length, the drilling pipe
exhibits torsional, longitudinal, and lateral motions.
In this paper, only longitudinal and torsional motions
are considered. Precise modeling of the drilling pipe
needs complicated methods such as finite elements. In
order to simplify the model, the drilling pipe is dis-

cretized to N = 15 sections, see Fig. 4. This model-
ing approach fulfills the precision requirements with a
minimum number of variables [6].

Triction
P - S S~ i
) {§ — — T Drill Drilling
Rig | 1 o | i) i ikl I N Collar Bit
P # s s —
Qg Q; ity
Tic1 T Tit1

Figure 4: Discretizing the drilling pipe

Applying Newton’s laws for rotation, we can obtain
the model of each segment.

2.1.3 Drill collars

The drill collars are modeled in the same way as the
drill pipe. Since, the length of the drill collars are
smaller than that of the drill pipe, we do not discretize
the drill collars and we consider a single rigid rod. In
order to obtain the model of the drill collars, Newton’s
laws for rotation are used.

2.1.4 Drill bit

The model of the Rig, drill pipe, and drill collars are
composed of two uncoupled dynamics: a longitudi-
nal and a rotational dynamics. These two dynamics
should be coupled in the drill bit model. Thus, beside
the longitudinal and rotational dynamics in the drill
bit, a coupling dynamics is necessary. The diagram in
Fig. 5 shows these dynamics.

DVIR (Qc) DTOB (Ty;)

Rock/Bit contact
(rotational)

DWOB (Fyir)

Rock/Bit contact
(longitudinal)

AVAVAV IS

longitudinal/rotational coupling

DVIZ (V)

| E——

Figure 5: Drilling bit model

In Fig. 5, DVIZ, DVIR, DWOB, DTOB represent the
downhole longitudinal velocity, the downhole angular
velocity, the downhole weight-on-bit, and the down-
hole torque-on-bit, respectively. The DTOB (7j;)
which is the torque resistance against the rotation due
to the rock/bit contact is computed by iso-weight ta-
bles. These tables are used to compute the necessary
torque as a function of DWOB and DVIR (.). The
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Figure 6: Model of the drilling rig in Scicos

bottom end of the drilling bit is a tricone transforming
the rotational motions into longitudinal motions. €. is
computed as a function of Vj;; and the geometric struc-
ture of the bit. The WOB is computed as a function of
the axial speed of the tricone bit and the longitudinal
speed of the bit.

2.2 Simulation example

For each component of the drilling well, i.e., rig,
drilling pipe, drill collars, and drilling bit, we have de-
veloped a Modelica model. The model of the drilling
rig has three control inputs: the rotary table applied
torque (7;,), the longitudinal speed of the kelly (V;,),
and initial position of the kelly (Xj,), see Fig. 2. Thus,
the rig block has three explicit inputs. Each Model-
ica model is considered as an implicit block in Scicos.
These blocks should be connected to build the model
of the drill well.

The Scicos diagram constructed by connecting devel-
oped Modelica blocks is shown in Fig. 6. This Scicos

model is composed of four implicit blocks and five
explicit blocks. Rig, drill pipe, drill collar,
and drill bit blocks are implicit blocks (written
with the Modelica language). There are three explicit
blocks providing input variables of the rig block.
There is a scope block to visualize output variables
in the model, and a clock block to activate the scope
block to sample its inputs. Note that the connection
type between the implicit blocks is different from that
between explicit blocks. These connections represent
physical connection, i.e., there is no flow direction.

With the the developed model, the user is able to simu-
late the model in different situations. Unwanted vibra-
tion/oscillation is a well known recurrent phenomenon
in rotary drilling that may cause catastrophic bit fail-
ures [5, 6, 7, 8, 9]. This phenomenon is the result of
torque fluctuations due to Coulomb frictions. These
frictions are are included in our model, so it should
be possible to simulate this phenomenon which is
known as stick-slip. In order to demonstrate this phe-
nomenon, the simulation is started at steady state an-
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Figure 7: simulation of a drilling station exhibiting os-
cillations in the rotation speed

gular speed of 66 rpm. The input torque is 7;,=3000
N.m., X;,=-0.03, and V;,=0. With these inputs, the sys-
tem is stable. At t=100 sec, the torque is increased to
3200 N.m. which sets off the oscillation. The simu-
lation result is given in Fig. 7. In the top subplot, the
input torque applied on the rotary table is shown. The
middle subplot shows the angular velocity of the ro-
tary table, and the bottom subplot shows the angular
velocity of the drilling bit.

3 Mean value SI engine

The model of the SI engine described in this section
is a nonlinear, low frequency model of a fuel-injected
four cylinders SI engine which is generally referred to
as a mean value model. Mean value engine models at-
tempts to capture dynamics in a time-scale spanning
over several combustion cycles. Fast events are not of
interest other than their effects on a larger scale. Most
cyclic dynamics are modeled by their average value
over a cycle. The speed and torque output of the en-
gine and the pressure in the inlet manifold are the as-
pects of most interest in mean value engine model that
we have developed. Mean value engine model gener-
ally represents a basis for the development of different
engine control strategies.

The model of the overall engine is composed of several
components. In order to develop the model of the SI
engine easier, the engine subsystems including the air
throttle, the intake manifold, exhaust gas recirculation
(EGR), the canister purge mechanism, sensor dynam-
ics, combustion chamber, and the load are modeled.
Inherent system delays in the four-stroke engine cycle
including the induction-to-power stroke delay, effects

of the air/fuel ratio or fuel richness are not modeled in
this work. The system including fundamental compo-
nents, sensors, and actuators is illustrated in Fig. 8.
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Figure 8: Principle sketch of SI-engine

3.1 Model of the SI engine components

In this subsection, a brief description of the engine
components and their corresponding Scicos block is
given, more details are given in [10]. These compo-
nents are shown in Fig. 9.
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Figure 9: Scicos toolbox for engine components

3.1.1 Air intake throttle

The air throttle that controls the air flow rate into the
air manifold and the combustion chamber can be mod-
eled as a flow restriction. The model of a flow restric-
tion highly depends on the pressure difference across
the restriction, if small enough, the gas density is con-
sidered equal on both sides, i.e., the gas is consid-
ered as an incompressible fluid. If, on the other hand,
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large pressure differences can be expected the restric-
tion should be modeled assuming compressible fluids.
We have assumed that there is no back flow and the
temperature is unchanged across the throttle [11, 12].
When the engine is in idle mode, the necessary air for
the maintaining the minimum power of the engine is
supplied through an air passage, called air bypass pas-
sage. The bypass area is controlled by the engine con-
trol unit (ECU).

The schematic of the throttle block in Scicos is given
in Fig. 8. The air throttle component modeled with
Modelica has two implicit ports and two explicit in-
puts. In Fig. 9, the square ports are implicit and trian-
gle ones are explicit. Implicit ports represent inlet and
outlet air flows and explicit input ports represent con-
trol signals. The implicit ports are modeled with the
connector keyword in Modelica.

3.1.2 Exhaust gas recirculation (EGR)

In order to reduce harmful emissions resulting form
the combustion, some of the exhaust gas is diverted
back into the combustion process. In this method the
inlet and exhaust manifolds are connected with a pipe
and the recirculated gas flow rate is controlled by a
valve [12]. The EGR control valve is modeled as a
restriction [11, 12]. The schematic of the EGR block
in Scicos is given in Fig. 9. The EGR block has two
implicit ports and one explicit input port representing
the control signal of the EGR valve.

3.1.3 Canister

Most of the hydrocarbon emissions in modern cars are
from the exhaust, but a considerable part also comes
from evaporative losses in the fuel tank. Most modern
cars use an evaporative emissions management sys-
tem to reduce these emissions. The basic function of
this system is to trap and store the fuel vapors from
the fuel tank in a canister until the engine is started.
Then after the trapped fuel vapors is drawn into the
engine by intake air manifold and combusted. In order
to control the flow of vapors into the engine, a purge
control valve with no back flow is used. The canis-
ter purge valve is modeled as a restriction [11, 12].
The schematic model of the Canister block in Scicos
is given in Fig. 9.

3.1.4 Intake Manifold

The air flowing through the air throttle, the EGR, and
the canister are mixed in the intake manifold and are

send into the combustion chamber through the intake
runner. We have assumed an isothermal manifold heat
transfer, i.e., constant manifold air temperature. The
air in the intake manifold is composed of fresh air,
fuel, and burnt gas. The concentrations can be de-
scribed as functions of the partial pressures of fuel and
air in the intake manifold. Using the ideal gas law, we
can obtain the model of the intake manifold pressure.
In SI engines, the inlet manifold pressure is reduced
by the throttle in order to control the output torque.
The flow rate in the intake runner is imposed by the
pumping mechanism of the combustion chamber and
the crankshaft rotation [11, 12].

The manifold air pressure sensor (MAP sensor) re-
sponse is not as fast as the variation of pressure in the
manifold, so its dynamics cannot be ignored and a first
order filter is used to estimate the manifold pressure.
The schematic of the manifold block in Scicos is given
in Fig. 9. The block has four implicit ports and one ex-
plicit output port representing the MAP sensor output.

3.1.5 Combustion chamber

The combustion chamber is the heart of the engine.
The air/fuel mixture flows into the cylinders and re-
acts and usable energy is extracted from the heated gas
which is then expelled. In this work, the effects of the
air/fuel ratio are not modeled. The cylinder is con-
tinuously swept by a piston which is connected to the
crankshaft via a rod. The top of the cylinder houses in-
take and exhaust ports and a spark-plug in SI engines.
The cylinder and the crankshaft have two important
roles: torque generation and air pumping. When gas
burns and expands, the piston is forced down. The
downward movement is then transformed into rota-
tional movement. The applied torque on the crankshaft
depends on several parameters, such as the air/fuel
mixture ratio, spark ignition time, manifold pressure,
angular velocity of the crankshaft, etc. Since there is
no accurate and simple physical model describing the
generated torque, it is customary that a map is used.
This map gives the optimum generated torque as a
function of the manifold pressure (P,4,), and the an-
gular velocity of the crankshaft (@). Thus, the optimal
obtainable torque is defined as
o = F(®, Pyan)-

This map gives the value of the produced torque re-
gardless of other important effects such as the effects
of spark advance. Adjusting the spark advance tim-
ing, we can optimize engine efficiency to deliver peak
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combustion pressure when the piston reaches about
10° after top dead center angle. Incorrect spark timing
can have a significant effect on emission output and
vehicle drivability. The amount of the spark advance
needed by the engine varies as function of the number
of different operating conditions. The coolant temper-
ature, fuel quality, and engine load are just a few of
the many factors that can significantly impact ideal ig-
nition time [13, 14, 15]. The effects of the spark timing
on the produced torque is obtained by a using a exper-
imentally obtained map. The map that we have used
in our simulation gives the spark advance efficiency
or the ratio of the produced torque with respect to the
optimal torque, i.e.,

o Tgen

n= opt
gen

= H(|SA|)

where |SA| is the absolute value of the spark advance
timing. Note that H(0) = 1 and |SA| < 40°.

The up/down movement of the cylinder creates a
pumping effect; when the piston moves downward, the
air is inhaled from the intake manifold and when the
piston moves upward, the burnt air is exhaled to the
exhaust manifold. In an internal combustion engine,
the pressure on the intake side will normally be lower
than on the exhaust side. Pumping gas from low to
high pressure costs energy and this energy is taken
from the crankshaft. The amount of the pumped air
depends on several variables such as the cylinder vol-
ume, the angular velocity of the crankshaft, pressure in
the intake manifold, pressure in the exhaust manifold,
and the air temperature. Again, since there is no accu-
rate and simple physical model describing the amount
of the pumped air, a map is used to describe the total
gas flow rate as a function of manifold pressure (P,,4;,)
and engine speed (w). The maps used in our model
have been obtained at IFP for a four cylinders SI en-
gine. The schematic of the combustion chamber block
in Scicos is given in Fig. 9. This block has three im-
plicit ports for the air intake runner, the exhaust outlet,
and the connection with the crankshaft. The block has
one explicit input port representing the spark advance
signal coming from the controller.

3.1.6 Crankshaft dynamics and perturbations

The crankshaft dynamics are modeled using the New-
ton’s second law for rotating masses. All perturbations
due to instabilities in combustion, differences in gen-
erated torque in cylinders, and variations in fuel injec-
tion in different cylinders are modeled with noise gen-
erator blocks (explicit Scicos blocks). This perturba-

tions represent the load applied on the engine includ-
ing controllable loads such as effects of A/C or anti-
frost systems on the engine and uncontrollable pertur-
bations modeled with a zero mean random noise. The
schematic of the crankshaft block in Scicos is given
in Fig. 9. This block is connected to the combustion
chamber block via an implicit port representing the
mechanical connection of the crankshaft to the com-
bustion chamber. The block has an explicit output port
providing the angular velocity.

3.2 Simulation example: idle speed control

In this section, the engine components are assembled
to construct the model of an SI engine, see Fig. 10. The
engine model is then used to validate start-up and idle
speed control strategies. The controller can be devel-
oped with standard (explicit) Scicos blocks. Its mod-
eling with explicit blocks in Scicos has the advantage
of using the rich control toolbox of Scilab.

In our model, the selected controller is relatively sim-
ple, i.e., a PI controller. This controller will be ac-
tive as soon as the engine speed exceeds 700 RPM.
During the start-up phase, the spark advance is set to
20° and the throttle bypass area is 15%. When en-
gine speed superseded the 700 RPM threshold, the
control is handed over to the PI controller that adjusts
the spark advance and the bypass area as a function
of the reference speed, i.e., 750 RPM, instantaneous
MAP sensor and the engine speed. The simulation re-
sults of an engine start-up and the idle speed control
is given in Fig .11. In this simulation, in order to test
the the idle speed controller, different loads (7;) are ap-
plied at instants t=20 sec and t=40 sec, see the bottom
plot of Fig. 11. In the top plot of Fig. 11, the engine
speed is shown. The engine speed is relatively regu-
lated around 750 RPM in spite of the loads and ran-
dom perturbations. The middle plot of Fig. 11 gives
the intake manifold pressure that decreases from atmo-
sphere pressure as engine starts up and varies as load
changes.

4 Future Works

The Modelica compiler used in Scicos has been de-
veloped in the SIMPA? project with the participation
of INRIA, IMAGINE, EDF, IFP, and Cril Technology.
Recently, the ANR*/RNTL SIMPA?2 project has been

3Simulation pour le Procédé et I’ Automatique
4French National Research Agency
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Figure 10: The Scicos model for a mean SI engine

launched to develop a more complete Modelica com-
piler. The main objectives of this project are to extend
the SIMPA compiler to fully support inheritance and
hybrid systems, give the possibility to solve inverse
problems by model inversion for static and dynamic
systems, and enhance initialization of Modelica mod-
els.

5 Conclusion

In this paper, we modeled a drilling station and a mean
value SI engine with Modelica in Scicos. It should
be noted that these models have been already mod-
eled and simulated in Simulink at IFP. The modeling
in Modelica was performed in order to compare two
modeling environments. Modeling in Modelica has
several advantages: Modelica is a declarative language
with which very general hybrid systems can be mod-
eled. The Modelica models are independent of the
simulation tool and can be simulated in any Model-
ica simulator. Another important advantage of using
Modelica lies in the symbolic manipulation of mod-

els. Because it gives the possibility of several simplifi-
cations such as efficient discontinuity handling, index
reduction, and generation of the analytical Jacobian.
Another advantage of Modelica models comparing to
Simulink models is the facility in model construction
and navigation in the model. For example, the model
of the drilling station in Simulink is composed of more
that 500 blocks distributed in 116 subsystems whereas
the Scicos model is just composed of 9 blocks. The
model of the SI engine in Simulink is composed of
203 blocks distributed in 30 subsystems whereas the
Scicos model is composed of 20 blocks. The reduced
number of blocks helps the user to construct and debug
the model easier and faster.
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Abstract

Due to recent regulatory changes in Europe, CO; or
R744 is considered a serious alternative to be the suc-
cessor of R134a for the AC-system of cars for the
European market. Research into R744 as a working
fluid for automotive AC started in the early nineties
and continues even today. There are still open is-
sues in both design and control of R744 systems, e.g.
the choice of an expansion device that satisfies both
cost and performance constraints, control in the sub-
critical region and controling transcritical transients.
In a Masters thesis project organized in cooperation
with Daimler AG in Sindelfingen, these issues were
investigated using a well validated model of an R744
prototype system modeled using the AirConditioning
Library by Modelon AB and Dymola from Dynasim
AB. The preferred choice for the expansion device
from a cost point of view is a two-stage orifice with
a pressure-activated bypass for high load conditions.
The solution with the two-stage valve is compared to a
reference system that uses an electronically controlled
valve that is controlled to the COP-optimal high side
pressure. Unfortunately, the two-stage valve can ex-
hibit both limit cycling behaviour and multiple steady
states depending on the plant operation history, both
undesirable properties. For the investigated system the
drawbacks could be eliminated by proper control de-
sign. Another problem that was investigated was the
load distribution between a front- and a back seat evap-
orator for a two-evaporator version of the same sys-
tem. Again for cost reasons, the refrigerant side of
the second evaporator is not controlled, instead flow is
split between the two evaporators using a fixed expan-
sion device for the rear evaporator.

Keywords: air conditioning; compression cycle; simu-
lation; CO2; R744; control design, COP optimization

1 Introduction

Under the Kyoto protocol agreement, by the year
2012, industrialized countries have to reduce their col-
lective emissions of greenhouse gas 5% below their
1990 levels. Since the current refrigerant used in ve-
hicles, R134a, has a GWP (Global Warming Potential)
of 1410, R744 (CO,) technology has been proposed as
a natural alternative to current R134a-based systems.
The main benefits of R744 as a refrigerant are:

e Energy-efficient

e Non-toxic

e Non-flammable

e No ozone depletion potential (ODP=0)

e Low global warming potential (GWP=1)

Apart from the environmental benefits listed above, us-
ing R744 as a refrigerant for air-conditioning (A/C)
systems can decrease the fuel consumption under
some climate conditions.

Daimler AG and some of its suppliers have developed
and validated specific component and system models
for R744-cycles based on the AirConditioning Library
by Modelon. These models were used to investigate
control strategies for both the single evaporator and the
dual evaporator system prototype for an S-class Mer-
cedes.

2 A/C Systems Optimization and
Control

The role of the HVAC-unit in the A/C system is to pro-
vide maximum cooling power in order to cool down
the air and dehumidify it before re-heating and ven-
tilation. To increase cooling power at very high am-
bient temperature, traditionally a lower COP (more
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fuel consumption) is accepted. The current practice
is to control the air temperature after the evaporator to
a constant, low temperature (slightly above 0 Celsius
to avoid frost) and control the actual cabin tempera-
ture by mixing in warm outside air in the HVAC box
to obtain the desired temperature in the cabin. How-
ever, most of the operating times the optimization of
the COP is the more reasonable control target from the
point of view that fuel consumption should be mini-
mized. These two control targets can be fulfilled by
inserting two decoupled SISO control loops, one of
them controling the high pressure and the other one
controling the evaporator outlet temperature by con-
sidering the strong crosscoupling between these two
variables.

2.1 Optimum High-Pressure Control

To achieve maximum COP in R744 systems, a simple
SISO control strategy with two control loops has been
proposed by [1]. They consider the high- pressure as
the main variable that affects the COP and cooling
power. Since the heat rejection process of the R744
refrigeration cycle takes place in the supercritical re-
gion, where the pressure is independent of the temper-
ature, the system efficiency is a nonlinear function of
the working pressure and the ambient temperature.
For each ambient (gas cooler air inlet) temperature,
there is an optimum high-pressure, which results in the
maximum COP. With the increase of the ambient tem-
perature, the optimum pressure increases.

The other boundary conditions (evaporator tempera-
ture, air humidity and flow rate) have negligible effect
on the optimum high-pressure.

COPs at 16 Hz compressor speed Cooling powers at 16 Hz compressor speed
5000

3000

Cooling power [W]

e Te=30 C
0.5 ====Tge=35C

Tgc=40C
+ Tgc=48C

Q Q
0.6 0.8 1 1.2 1.4 0.6 0.8 1 1.2 14

v Tge=30 C
Tge=35C
Tge=40C

+ Tgc=48C

High pressure [Pa] x107 High pressure [Pa] x10"

Figure 1: Comparison of COP and cooling power with
the change of high-pressure

A variable swash plate controller is used as low-
pressure (evaporator air outlet temperature) controller
and since any change in a angle of the swash plate
will affect the pressure ratio as well as the compressor
power; it is expected that it changes the optimum high-
pressure as well. Therefore a high-pressure regulator

which controls the refrigerant flow, based on the am-
bient temperature and compressor speed is suggested
by [1]. For the purpose of simplification the effect of
speed is neglected and the controller is reduced to a
controller which works just based on the ambient or
gas cooler temperature and is designed at a low speed,
since at higher speeds of the compressor the role of the
optimum high-pressure is less significant.

An electronic expansion valve like a PWM-valve can
be used as an actuator to change the flow rate to
achieve desired the high-pressure, but to get rid of the
costs of the high-pressure controller and gas cooler
temperature measurement device, a two-stage orifice
expansion valve has been developed whose internal
control mechanism is described in section 3.1.

2.2 Evaporator Temperature Control

Under low load conditions, it is necessary to control
the compressor power to reduce the cooling power to
the desired range for the A/C system and not let it
reach its maximum possible capacity. These condi-
tions are low cooling load and/or high engine speed.
Since the compressor of the automotive A/C unit
draws its driving force from the engine, its power is
a function of the engine speed, which is a highly fluc-
tuating variable. Control of the compressor capacity
is necessary to compensate engine speed disturbances,
to satisfy the comfort requirements and to avoid tem-
perature variations. Control is particularly important
at higher speeds, which cause an undesirable power of
the compressor and too low temperature at the evapo-
rator.

Among the various methods proposed to control the
compressor capacity, using a variable displacement
compressor is the most attractive one. The most pop-
ular variable displacement compressor for automotive
use today is the swash-plate compessor!. Changing
the inclination of the swash plate changes the displace-
ment of each of the many pistons of the compressor.
This causes a change of the pressure ratio, both high-
pressure as well as low-pressure are affected, but the
effect of the expansion valve on the high pressure is
dominant. The control of the swash plate angle and
thus the relative volume is used as a low pressure con-
troller in spite of its influence on the high pressure.

In the sub-critical region, where the heat rejection
takes place isothermally, evaporator refrigerant and air
outlet temperature are functions of the low-pressure,

IFor hybrid cars with sufficient electrical power, other options
would be advantageous, because they open up the new possibility
of using a speed control of the compressor.
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thus the swash plate control makes it possible to con-
trol the evaporator temperature and via the temperature
also the power.

Concerning the previous section, at a constant speed,
it is acceptable to neglect the cross coupling between
the first SISO loop which tries to maximize COP by
high-pressure control and the second one which aims
to control the low-pressure (evaporator air outlet tem-
perature), but it is not satisfactory to decouple these
loops in the case of speed changes.

Assuming constant speed, control of the evaporator air
outlet temperature in the case of low cooling load can
improve the COP significantly due to a smaller pres-
sure ratio and consequently smaller power uptake of
the compressor.

3 AirConditioning Library

The AirConditioning Library and the simulation tool
Dymola, both based on the standardized, freely avail-
able modelling language Modelica, have been selected
by the German automotive OEM as the preferred tool
for model development and exchange for the A/C sys-
tem in passenger cars. The library contains a complete
range of component models and templates of typically
used and proposed A/C system architectures and all
currently used as well as new and proposed refriger-
ants for automotive applications. The modeling de-
tail is appropriate for component selection, system ar-
chitecture design, system integration for overall vehi-
cle thermal management and climate control design.
Prototype systems for future technologies often con-
tain components that differ from those needed for con-
ventional designs, but due to the open code and the
given modeling infrastructure, it is straightforward to
add unusual components to the Library. In this case a
two-stage orifice model with a pressure operated by-
pass had to be added.

3.1 Two-Stage Orifice Model

This valve has an internal mechanism to drastically
change its Kv value based on the pressure difference
between the low- and high-pressure side [6]. It con-
sists of a standard orifice and a bypass which is closed
for small pressure differences. As shown in Figure 2,
the refrigerant flows only through the orifice at pres-
sure differences below a pressure difference Ap, in this
case set to 73 bar. The bypass starts to open at a ris-
ing pressure difference of Ap with a very steep gra-
dient, and for higher pressures, the Kv-value rises al-

most linearly with the pressure difference. This results
in a very non-linear pressure — mass flow character-
istic which is prone to limit-cycling behaviour. The
cycle is caused by interaction between the dynamics
if the mass storage at the high- and low pressure lev-
els in combination with the differences between the
mass flow characteristics of the compressor (almost no
change for pressure difference above and below Ap)
and the valve (almost a step function at Ap). When
the rising pressure opens the valve for a pressure dif-
ference higher than Ap, the opening bypass will in-
crease the mass flow from the high pressure side so
rapidly that the pressure difference falls below the by-
pass opening limit, because the compressor mass flow
does not increase in the same degree and the cycle
starts again.

008 |-
orifice hypass 2
! 008}
3

Pressure Difference

Figure 2: Two stage orifice valve

The highly nonlinear behaviour of the valve’s Kv-
value can under some situations give rise to limit cy-
cling around the steep part of the characteristic where
the valve opens, and it may even lead to two steady
states with different COP’s, one at a pressure dif-
ference above the opening pressure, the other one at
a pressure difference below the opening pressure, at
identical boundary conditions.

4 Single Evaporator, Two-stage Ori-
fice Valve System Control Design

While no direct control of the high-pressure is possible
anymore when using the two-stage orifice valve, it is
still desired to keep the COP as close as possible to its
optimal value in order to reduce fuel consumption. As
previously mentioned, the first control target remains
to regulate the evaporator temperature by means of the
compressor relative volume control, the COP control
is of secondary importance. To achieve these goals, a
simplified control structure proposed by [4] was used
as a starting point for the control design. That structure
was developed for the same type of two-stage orifice
valve and used a complex feed-forward map with three

The Modelica Association

479

Modelica 2008, March 3¢ — 4t 2008



S. Karim, H. Tummescheit

controller

Low pressure -

A controller

+ Evaporator + Low +
—»O—> temperature %O—» pressure | P
. g‘ i

Z)

Gompi=ssoi

Sensor

Temperature set point

Low pressure

set point
corrector

A

Intepaal Heat Exchianger

W28 y
FErorator

Y

High pressure + o | High pressure
set point controller
corrector -

High pressure -

sensor -«

Gas cooler

sensor

Evaporator

l:l Evaporator temperature control

sensor

l:l COP control

Figure 3: Control structure for R744 AC-cycle with electronically controllable expansion device, assuming
COP-optimal control via the valve to control the high pressure side and temperature/power control via the

compressor to control the low pressure side.

inputs (engine speed, air mass flow and inlet air tem-
perature) to mimic the optimal high pressure control
with a fully controllable valve. There are a number of
reasons why the control structure suggested in [4] uses
a high-pressure controller in place of the low-pressure
one for controlling the evaporator temperature. The
refrigerant high-pressure sensor required for control-
ling the high-pressure is already present for monitor-
ing and protection functions in todays R134a circuits,
so no additional sensors are needed and this suggestion
gets rid of the cost for a low-pressure sensor. There
are a number of reasons why the control structure pro-
posed by [4] was dropped in favour of a simpler one.
On the low pressure side the existing evaporator out-
let temperature sensor can be used due to the sim-
ple temperature-pressure relationship of the saturation
curve:

e The feed forward is not robust to changes in
the environment conditions, in particular not to
changes in humidity, which today is not measured
due to too costly sensors. The feed forward only
works well in a limited range of operating condi-
tions and actually decreases control performance
in other situations. A feed forward based design
that includes humidity measurements would most
likely avoid the robsutness drawback.

e Using the components chosen in the given pro-
totype R744 system with the two-stage orifice

valve, undesirable limit cycling behaviour occurs
at some operating points. It is not possible to re-
move the limit-cycling behaviour with the given
control structure.

e For engine speed disturbances, the feed forward
scheme for controling evaporator outlet tempera-
ture from with a feedback on the high side pres-
sure did not work reliably.

e The occurence of multiple steady states, see sec-
tion 4.3.

The current investigation was not done with a fully re-
alistic sensor model for the evaporator temperature.
If a cost-effective temperature sensor would be too
slow to control engine speed variations, a low pressure
controller would still be preferrable to the high pres-
sure one with feedforward due to the list of drawbacks
above.

4.1 Performance of the Valves

To compare the operation of the controllable valve in
an optimized cycle and a two-stage valve without con-
trol of the high pressure, all boundary conditions and
the compressor speed are kept constant and simulation
were performed for three different load cases and both
valves.
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Figure 4: Proposed Control Structure by [4], simplified compared to the control structure in 3. In this case it is
also assumed that the temperature set-point for the evaporator is adapted at low load to improve the COP.
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Figure 5: Alternative control structure for control of the low pressure side. The evaporator temperature set point
is used to improve COP, which means that a higher complexity is needed in the supervisory part of the HVAC
control that needs to determine the proper temperature set point.

1. Low cooling load and no control on evaporator for the lower ambient temperature. At higher temper-
outlet air temperature (Fixed relative volume of ature losses decrease, see Figure 6.
the compressor)

e Optimized cydle v Optimized cycle

cycle with two-stage valve cycle with two-stage valve

2. High cooling load and no control on evaporator 22— 4600
outlet air temperature (Fixed relative volume of o oo \
~ , 2 4200
the compressor) g 8 oo N\
18 \ § 3800 RN
3. Evaporator temperature controlled (low cooling 1 W e ‘\
load) 295 300 305 310 315 320 395 300 305 310 315 320
Gas cooler air in temperature[K] Gas cooler air in temperature
411 Casel Figure 6: Comparison of the two valves, case 1

The system with two-stage valve has lower COP and The high-pressure with two-stage orifice valve is kept
higher cooling power than the optimized cycle, even fixed around 110 bars, while the variable Kv valve al-
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lows the pressure to change in a wider range. The rea-
sons is behind the internal mechanism of the two-stage
orifice valve which does not result in a Kv-value close
to the controlled Kv for most of this range (Figure 7).

11.5 0.024

Optimized cycle
cycle with two-stage valve

0.022

0.02

9.5

Valve Kv

0.018

High pressure[Pa]

0.016
8.5

0.014

gl
205 300 305 310 315 320 295 300 305 310 315 320
Gas cooler air in temperature[K] Gas cooler air in temperature[K]

Figure 7: Comparison of the two valves, case 1

4.1.2 Case2

In comparison with the previous case, at higher loads,
the cycle with two-stage orifice valve has a COP near
to the optimum value but at higher ambient tempera-
tures it does not achieve equally high cooling power as
the optimized cycle.
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Figure 8: Comparison of the two valves, case 2

For this cooling load, the Kv shows a smaller deviation
from the optimized one.
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Figure 9: Comparison of the two valves, case 2

4.1.3 Case3

When the low-pressure is controlled via the relative
displacement of the compressor, the COP is improved
for both cycles.
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Figure 10: Comparison of the two valves, case 3

Since the pressure difference is low, at the lower am-
bient temperatures, the refrigerant passes through the
fixed orifice of the two-stage orifice valve and pro-
vides the high-pressure that is needed for better COP.
Both the valve-Kv values and correspondingly the re-
sulting high pressures are closer to one another for this
load case and control scheme than for the previous two
ones.
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Figure 11: Comparison of the two valves, case 3

As has been demonstrated in this section, for lower
ambient temperatures, the COP of the cycle with two-
stage orifice is up to 40% less than ideal cycle, there-
fore it is suggested that in this range of ambient tem-
peratures, the evaporator temperature is controlled to
the highest possible value to improve the COP. Assum-
ing the evaporator temperature is controlled with the
two-stage valve cycle, the differences between the so-
lution are not as dramatic as a first look suggests. The
worst case scenario is, however, handled better with
the optimized cycle that provides the highest cooling
power at the highest load case.

4.2 Limit-Cycling Behaviour

In some operating points, which result in a higher
pressure-difference than 73 bars, as a consequence
of the rising pressure, the bypass starts to open and
decreases the high-pressure, the decrease in high-
pressure causes the closing of the bypass and this limit
cycle continues until one of the inputs alters the pres-
sure difference and mass flow rate. To observe the role
of flow rate and pressure change in the limit cycle phe-
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nomenon directly, all the boundary conditions are kept
constant and the relative volume of the compressor is
changed manually to provide the appropriate pressure
difference and flow rate. Figure 12 illustrates above
explanations.

0.03 T T T
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Valve Kv
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0.005 i i i i i i
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Figure 12: Limit cycle

Other output parameters, which are correlated with the
high-pressure, will also show this limit cycle. The ef-
fect on the evaporator outlet air temperature is negli-
gible (less than 1°C in this case) and it is seen in Fig-
ure 13 that the low-pressure controller can remove the
fluctuations. Therefore passengers do not sense the os-
cillations of the temperature.
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Figure 13: Temperature and limit cycle

But the effect on the cooling capacity and COP is
quite considerable. In the temperature interval where
this phenomenon happens, the highest deviation of the
COP is about 50% less than the expected average value
(Figure 14).
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Figure 14: COP and Limit cycle

However, this limit cycle does only occur at few oper-
ating points and its characteristic differs in different
circumstances. The following observations demon-

strate this statement: Assuming a low-pressure con-
trolled cycle, the ambient temperature varies in the
range from 30°C to 45°C, and other operating con-
ditions are kept constant. Figure 15 shows the phase
portrait plot of two different cases when the limit cy-
cle takes place. One of them happens when the desired
low-pressure is 40 bar and the other one at 45 bar.
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Figure 15: Portrait plot of the valve Kv against the
pressure-difference

Under normal driving conditions, boundary conditions
will rarely ever be constant for a sufficiently long time
such that these limit cycling conditions will be notice-
able, but they are nonetheless an undesired side effect
of the valve construction.

4.3 Multiple Steady-States

In the case of high-pressure control and in the vicin-
ity of 73 bar pressure-difference, when the two-stage
orifice valve changes its flow configuration, a bistabil-
ity phenomenon takes place. In this case, any distur-
bances which leads to small variance in the pressure-
difference, causes the valve to jump to the alternate
path while the high-pressure is kept constant by the
controller. Therefore the system is able to exist in ei-
ther of two steady states, while the high-pressure is
fixed. Figure 16 shows that a small disturbances of the
pressure, pushes the system to another steady state and
causes a significant change in the cooling power. Al-
though this will be compensated by the outer loop later
on, it is another situation where the high-pressure loop
in combination with the two-stage valve acts against
the main purpose of control.

S Dual Evaporators

Today luxury cars allow passengers to control a dif-
ferent climate in up to four climate zones. This re-
quires the presence of two or even three evaporators
to generate the cooling capacity for front and rear pas-
sengers. The Electronic Control Unit (ECU) controls
the position of the different temperature blend doors
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Figure 16: Bi-stable behaviour for high pressure con-
trol

to provide the passengers with their desired tempera-
ture in different zones. In the cooler unit, the high-
pressure refrigerant splits and flows from two differ-
ent expansion devices to the front and rear evaporator.
The cooling capacity is divided accordingly between
both evaporators. But the amount of the division de-
pends on the operating conditions and structure of the
valves. If a variable displacement compressor is used
to control the front evaporator outlet air temperature,
and a two-stage orifice valve to improve the COP, then
a fixed orifice can be used to pass the refrigerant to the
rear evaporator. In this case, there is no direct control
on the outlet air temperature of the rear evaporator. To
have full control authority on both evaporator tempera-
tures, a controllable second expansion device would be
needed. Alternatively, a model-based controller could
be designed to control the compressor relative volume
based on the measured value of the outlet air temper-
ature of both evaporators. The easier way to control
the cooling capacity of the rear evaporator is to use a
variable speed fan and change the air flow around the
evaporator, while the temperature of the front evap-
orator is controlled with the compressor relative vol-
ume variation using the same SISO approach as for
the one-evaporator system. This will change the bal-
ance point of the rear evaporator low-pressure and this
in turn changes the front evaporator low-pressure. The
behaviour of the latter control system is investigated
in [2], where in the modeling of the dual evaporator
system, it is supposed that the front evaporator uses
fresh air for ventilation and the rear compartment has
just one zone. The outlet air of the front evaporator
enters the car cabin, it is mixed with recirculation air
of the rear compartment and then enters the rear evap-
orator for the second phase of cooling.

5.1 Cooling Power Distribution

To compare the cooling power of the one-evaporator
system with the two-evaporator one, both systems are
simulated under the same cooling load and at the same

operating conditions. Note that all other components
are the same, which means in particular that the heat
rejection capacity via the gascooler is identical for
both systems. Figure 17 illustrates that the summation
of the capacity of the front and rear evaporator is equal
to the capacity of one-evaporator system in this condi-
tion. It also shows that the outlet air temperature of the
front evaporator is same for both cases. With a per-
fect model which includes the corresponding effects
of the rear compartment on the front one, this distribu-
tion scheme may change a little and more compressor
work will be needed to keep the front evaporator tem-
perature constant.
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Figure 17: Cooling power distribution between two
evaporators in comparison with one-evaporator system

Figure 18 shows the cooling power distribution against
the ambient temperature. At higher temperatures, the
pattern of distribution will change but acceptable cool-
ing power is still provided for both evaporators.
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Figure 18: Cooling power distribution between two
evaporators in comparison with one-evaporator system

5.2 Rear AirFlow Effect

In order to order to manipulate the cooling power of
the rear evaporator, it is possible to change the air mass
flow through it. The simulation was run in a limited
range of airflow variations under two different cooling
loads. Figure 19 shows the change of the rear evapora-
tor cooling power when the air mass flow is changed at
5000 second. Figure 20 shows the cooling power vari-
ation against the air mass flow variation under a high
and a low cooling load.
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Figure 19: Rear evaporator air flow change.

It is seen that the rear cooling power is changed while
the front one is almost kept constant. At lower cooling
loads, the rear evaporator capacity is more sensitive to
the air mass flow change.
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Figure 20: Cooling power over air mass flow.

Therefore, at these conditions, using a two-stage valve
besides the front evaporator temperature control is
possible, while the capacity of the rear evaporator is
controlled by means of adjusting the air mass flow.

6 Conclusions

Various aspects of system and control design for a
prototype of a R744 automotive A/C system for the
Mercedes S-class were investigated by simulation us-
ing the AirConditioning Library and Dymola. Differ-
ent system designs with a controllable expansion valve
and a two-stage bypass orifice were compared and
show that the controllable valve gives up to 15 % better
COP than the two-stage valve. Several control designs
were compared and the result was that the simplest
control structure proved to be most robust and had
better performance than the more complex versions.
Furthermore it is demonstrated that the system with
the highly non-linear two-stage valve exhibits limit-
cycling behaviour and bistability around the part of the
valve characteristic that looks almost like a step func-
tion in the valve coefficient Kv. For the two-evaporator
system which uses a two-stage orifice valve to regu-
late the pressure of the front evaporator, simulation re-

sults suggest that the same approach of control for the
one-evaporator system is also applicable for the dual
evaporator system. With the given limited control au-
thority, pressure and temperature of the rear evaporator
will always be defined by the controlled conditions for
the front evaporator and the boundary conditions. In-
stead of temperature control for the rear compartment,
the capacity of the rear evaporator can be controlled
using a variable speed fan, but only within certain lim-
its.
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Abstract

The paper presents a method of implementing an
optimization based control algorithm within the
Modelica framework. To find the optimal point
within a given objective function the golden section
search is employed. Its implementation in Modelica
is presented. The optimizer based control strategy is
applied to control a simplified electrical circuit and to
a hybrid electric vehicle.

Keywords: Modelica; Optimization; Hybrid Vehicle;
Simulation; Fuel Consumption

1 Introduction

Online optimization is increasingly being imple-
mented for better results in controlling complex sys-
tems. It is especially helpful if the control objective
depends on several input parameters which influence
the outcome in a non intuitive way. One example is
the operational strategy of a powersplit hybrid electric
vehicle.

Compared to conventional transmissions, hybrid trans-
missions allow for several additional degrees of free-
dom: The combustion engine speed can be controlled
independently from vehicle speed and battery power
can be used for propulsion or the storage of braking
energy. Although the main control objective is the fuel
economy of the vehicle, other goals like dynamic re-
sponse, driveability, acoustic impression and tailpipe
emissions have to be achieved. In many cases the defi-
nition of the control objective is given by a calibration
table or multidimensional mappings. Since a mapping
normally cannot be expressed analytically, the solution
to the optimization problem has to be computed online
for each control step.

In the development process of hybrid vehicles, simu-
lation is a key issue. It is used to study aspects like
fuel consumption and performance and to understand
complex system interactions. Since the hybrid vehi-
cle powertrain is composed of mechanical, electrical,
chemical and thermodynamical components, Model-
ica is a very useful tool for this. The control software
of the hybrid vehicle is normally implemented using
tools like Simulink or ASCET. The actual powertrain
control is only a small part of the entire controls soft-
ware. A great deal of code which is interconnected to
the actual powertrain control concerns system diagno-
sis or remedial actions, and does not need to be simu-
lated. To study the powertrain behavior only the rele-
vant parts of the control code are transferred to Mod-
elica.

In this paper, we shall present a simple optimization
algorithm and give an example on how it can be im-
plemented in Modelica. We will also take a look on a
possible employment of such an algorithm; the power-
train control of a hybrid electric vehicle. In addition,
the following points have been investigated: How will
an algorithm that requires fixed time-steps work to-
gether with an complex vehicle model? How does the
optimization influence the simulation time? How can
standard Modelica elements like tables be integrated
in the optimization algorithm, since it doesn’t allow
graphical programming?

2 Problem statement

A Plant P is controlled by its input u# and disturbed by
d. y is the observed measurement. In an early control
development stage the plant can be represented by a
simulation model. The control task is to follow a given
reference y,. so that an objective function J(y, yr.s) is
minimized. For linear systems and quadratic objective
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Figure 1: Control optimization problem

Yre f

functions the choice of controller is well understood.
A linear state feedback control can be directly derived
from the linear plant given by the system matrices A,
B, C, D and by the coefficients of the quadratic objec-
tive function.

For nonlinear objective functions the optimization can
be carried out by an optimization algorithm. In each
optimization step the algorithm calls the objective
function, iterating the control signal u to generate the
optimal solution u*.

In our case the plant is a Modelica model. The control
using the optimization algorithm is also integrated in
Modelica. A tutorial example of such an optimization
is shown in section 3.2.

3 Online optimization

An optimization algorithm used for the given problem
has to be robust, i.e. it needs to come up with a solution
after a finite number of iterations. Such an algorithm
is golden section search. In this paper its integration
into the Modelica framework is shown.

3.1 Optimization algorithm - Golden section
search

The golden section search derives its name from the
fact that it narrows its search interval with the golden
ratio 4 (14 /(5)) in each step. The technique is effec-
tive only for unimodal functions, where a maximum
or minimum is known to exist within a given inter-
val. As starting points the lower and upper limit of the
search interval are chosen. Using the golden section,
two new points within the interval are evaluated and
compared. The point with the highest functional value
is chosen as a new boundary point, and points outside
of this are no longer considered. The algorithm contin-
ues to search until the maximum number of iterations
is reached or the termination condition suggested in
[4]: | x4 —x1 |> (| x2 | + | x3|) is satisfied. Tis a

x1 n=1

Boundary point for
next iteration step

x4

n=2

D x4

X2

Figure 2: Principle of Golden Section Search Algo-
rithm

tolerance parameter. Modelica code 1 describes the
golden section search algorithm:

function goldenSectionSearch
extends Modelica.Icons.Function;
parameter Real tau=0.001;

constant Real C=0.5%(3 - sqgrt(5));
constant Real R=1-C;

algorithm

x1:= xLowerLimit;
x4:= xUpperLimit;
x2:= Rxx1l + C+x4;
x3:= C*x1 + Rxx4;

fx2:=optFunction (x2, alpha, IbatDes,
Ri, Iload, gammal) ;
fx3 :=optFunction (x3,alpha, IbatDes,
Ri, Iload,gammal) ;

while abs (x4-x1)>
taux (abs (x2) +abs (x3))
if (fx3<fx2) then
x1:=x2;

loop

x2:=x3;

x3:=R*x3 + Cxx4;

fx2:=fx3;

fx3:=optFunction (x3,alpha,
IbatDes,Ri, Iload, gammal) ;
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else
x4 :=x3;
x3:=x2;
X2 :=R*x2 + Cxx1;
fx3:=fx2;
fx2:=optFunction (x2,alpha,

IbatDes,Ri, Iload, gammal) ;
end if;
end while; if
(fx2<£fx3) then

xmin:=x2;

fxmin:=£fx2;
else

xmin:=x3;

fxmin:=£x3;
end if;

end goldenSectionSearch;

Modelica Code 1: Golden Section Search Algorithm

3.2 Optimization example

The following example (see fig. 3) illustrates the con-
trol problem: A time varying electric load [jpqq(?) is
to be supplied with power from an energy storage de-
vice (e.g. a battery) in such a way that the power
losses are minimal and the State-of-Charge (SOC) is
kept at a fairly constant level (to optimize the lifetime
of the energy storage device). The system can be in-
fluenced from an external current source I,,;, which
can deliver power at all times but with losses that are
time-dependent. This means at times it can be effi-
cient to charge the battery and to use the stored energy
at a later time when the losses of the current source are
high. a is a control variable which we choose in order
to weigh the importance of the SOC-control.

Y Ibat IIoad

opt

Figure 3: Example Electric Circuit

From these control objectives we define the objective
function to be minimized as:

Cost = | Ipar des(SOC) — Lop |+

SOCControl

Ri(lopt - Iload)2 +
—_———
BatteryLoss
V() lops
——

CurrentCost

ey

I,p: 1s our control variable; the current of the external
current source. The battery losses are assumed to be
a quadratic function of the current through the battery
internal resistance. The SOC-optimal battery current
Ipat aes 1s a function of the battery SOC and is chosen
to the following curve:

60

IbatDes [A]

60 ; ; ; ; ;
45 50 55 60 65 70 75
SOC [%]

Figure 4: Ipq: 4es as a function of battery state of charge

vi(2) is a time-varying function that decides the loss
power of the external current source. In this example,
we have chosen it to be sinodial (see figure 6).

3.2.1 Results

We let the optimization algorithm defined in chapter
3.1 find the optimal solution to the objective function
(1). The variable Iopt is computed through a function
call of goldenSectionSearch.

Figure 5 shows the calculated optimal current, as well
as the load current and the resulting battery current.
We can see that high (battery discharging) peaks in the
load current have been compensated for with the cur-
rent source in order to minimize the battery losses.

In figure 6, the optimized current has been compared
to a control strategy that only considers the battery
SOC (as described in figure 4). We can conclude that
the optimization chooses to charge the battery at times
when the current is inexpensive, but at the same time
manages to keep the SOC at levels similar to the SOC-
controlled strategy, not very far from the target value
of 60%.
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As a measurement on how good the optimization has
worked, we compute the total system losses (battery
losses and losses of the external current source). By
integration of the loss power, as shown in figure 7, we
see that the energy lost in the optimized system is only
about half of the SOC-controlled strategy. The heat de-
veloped in the battery is proportional to the loss power,
and the operating temperature of the battery rises over
time. However, with the optimal control the battery
losses are kept down, and the temperature remains at a
lower level than the SOC-controlled strategy.

3.2.2 Implementation of tables in Modelica text

A difficulty in the implementation of the online op-
timization is the use of table look-ups for the objec-

500 T T T T
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= System loss with optimization
2 300+
o
8 200t
uj
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g
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Figure 7: Comparison optimized system with SOC-
controlled system: System losses, battery SOC and
temperature

tive function within Modelica text algorithm sections.
In order to do this, one must initialize the table using
dymTablelnit. The table/mapping can then be called
from a function using the function dymTablelpol or
dymTablelpo?2.

equation
when initial() then
Data.EngineFuelFlow=dymTableInit
(2.0, smoothness, ,
engineFuelFlowTable, table, 0.0);
end when;

Modelica Code 2: Table Interpolation in Modelica
Text

3.2.3 Comments on simulation time

In a simple example like the one given above, the sim-
ulation time of a model containing an optimization al-
gorithm is good, only somewhat slower than an equal
model using a traditional control approach. However
when combined with a complex vehicle model, gen-
erating a lot of events due to system state changes, a
fixed-step optimization algorithm can slow the simu-
lation time down considerably. In these cases, it has
been shown that time-discrete sampling of the opti-
mization algorithm increases the computation speed.
A well considered sampled optimization algorithm de-
livers virtually the same result as the non-sampled,
but without recomputing the optimal solution for each
event triggered by the plant. Using this method, we
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have achieved simulation performance comparable to
our traditional control concepts.

4 Hybrid vehicle application

This section will present a simulation model of a hy-
brid electric vehicle using a control strategy based on
online optimization. In this case, the optimization only
governs the choice of engine torque, but it could also
be employed for the choice of gear, or in EVT-mode
(Electrically Variable Transmission) the speed of the
internal combustion engine. The advantage of such an
implementation would be that the vehicle would adapt
its gear strategy depending on the current conditions.
However such a strategy also has the disadvantage that
the gear choice is not always comprehensible to the
driver.

The following control objectives are considered in our
objective function [5]:

e Combustion engine losses
e Battery losses

e Electric machine losses

e Battery SOC control

Below simulation results from an FTP72! simulation
of a hybrid electric vehicle are shown. In figure 8 the
vehicle speed is plotted with our control signal, the
optimal combustion engine torque. Tjcg is available
for us to choose at all times except the phases where
the vehicle is powered electrically. It has been chosen
to minimize the listed control objectives.

Figure 9 shows the resulting power and SOC of the
battery. At a given engine speed the battery power
is proportional to the combustion engine torque, and
therefore also directly connected to our control sig-
nal. We can conclude that even albeit a high portion of
pure electrical driving in this cycle, the SOC remains
around the target SOC of 60%.

5 Discussion and conclusion

This paper shows that it is possible to implement op-
timization algorithms for the control of a plant, e.g.
a hybrid electric vehicle, in Modelica. Using online
optimization, a fixed-step optimization algorithm can
find a solution to a number of complex and intercon-
nected control objectives. Although the optimization

I The Federal Test Procedure legislation fuel cycle

v [kmih]

IS
5]

N
S

W Tt

800 1000 1200

'l

200

T\CE [Nm]

. . . . . .
0 200 400 600 800 1000 1200
t[s]

Figure 8: Vehicle speed (above) and combustion en-
gine torque (below) as a function of time
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algorithm has to be called at each step of the simu-
lation, the simulation time was comparable to models
using traditional control strategies.
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Abstract

One of the challenges in modeling complex
systems is the creation of quality controllers. In some
projects, the effort to develop even a reasonable pro-
totype controller dwarfs the effort required to de-
velop a physical model. For a limited class of prob-
lems, it is possible and tractable to directly synthe-
size a controller from a mathematical statement of
control objectives and a model of the plant. To do
this, a system model is decomposed into a controls
model and a plant model. The controls model is fur-
ther decomposed into an optimization problem and a
‘zero-time’ plant model. The zero-time plant model
in the controller is a copy or a reasonable representa-
tion of the real plant model. It is used to evaluate the
future impact of possible control actions. This type
of controller is referred to as a Model Embedded
Controller (MEC) and can be used to realize control-
lers designed using Dynamic Programming (DP).

To illustrate this approach, an approximation
to the problem of starting an engine is considered. In
this problem, an electric machine with a flywheel is
connected to crank and slider with a spring attached
to the slider. The machine torque is constrained to a
value which is insufficient to statically overcome the
force of the spring. This constraint prevents the mo-
tor from achieving the desired speed from some ini-
tial conditions if it only supplies maximal torque in
the desired direction of rotation. By using DP, a con-
trol strategy that achieves the desired speed from any
initial condition is generated. This controller is real-
ized in the model using MEC.

The controller for this example is created by
forming an optimization problem and calling an em-
bedded copy of the plant model. Furthermore, this
controller is calibrated by conducting a large scale
Design of Experiments (DOE). The experiments are
processed to generate the calibrations for the control-
ler such that it achieves its design objectives when
used for closed loop control of the plant model.

It is well understood that Modelica includes
many language features that allow plant models to be
developed quickly. As discussed previously, the de-
velopment of quality control strategies generally re-
mains a bottleneck. In this paper we show how ex-
isting features along with appropriate tool support
and potential language changes can make a signifi-
cant impact on the model development process by
supporting an automated control synthesis process.

Keywords: Control, Dynamic Programming, Model
Embedded Control, Model Based Control, Optimal
Control

1 Introduction

The use of modeling is well established in
the development of complex products. Modern tools
have significantly reduced the effort required to
model and tune physical systems. Acausal or topo-
logical modeling reduces the effort required to model
a system’s physics. The use of optimization allows
systematic tuning of parameters to improve a design.
The combination of parameter optimization and

The Modelica Association

493

Modelica 2008, March 3¢ — 4t 2008



E. Tate, M. Sasena, J. Gohl, M. Tiller

rapid modeling allows a large set of potential designs
to be quickly evaluated. However for systems which
include controls, the development is, in general, a
man-power intensive process subject to large uncer-
tainty in development time and optimality. The op-
timization of both controls and design must be
solved in many problems [1-3]. One way to address
this problem is to use numerical techniques to con-
struct controllers. For certain classes of problems,
tractable numerical techniques can be used to de-
velop an approximately minimizing controller [4]. A
minimizing controller is a controller which achieves
the best possible performance from a system as
measured against an objective. There may exist more
than one controller able to achieve this minimum,
but no controller can perform better than a minimiz-
ing controller. For this work, the terms minimizing
controller and optimal controller are used inter-
changeably.

To construct a minimizing controller, an ob-
ject cost, J, is defined. This is a function which
maps the state and input trajectory of the system to a
scalar:

J=Clx,u). (1)
Consider the special case of a plant described by or-
dinary differential equations with inputs that are
piecewise constant. These piecewise constant inputs
are updated periodically at the ‘decision instances’
by a controller at intervals of A¢. The total operating
cost is calculated as a sum over an infinite time hori-
zon. Furthermore, the sum of costs is discounted by
the term « which is greater than zero and less than
or equal to one. The total cost is calculated by an
additive function that operates on the instantaneous
state and the control inputs. This cost may take a
form similar to

J(x(0))= Za -

The total cost in (2) is a function of the initial state
of the system. To simplify notation, let the state at
the decision instances be represented by

lgn

J o (x(2)o10,)-d

t=t,

2

x, =x(t,). (3)
Let the discrete time samples occur at
t,=k-At. (4)

Furthermore, let the continuous-time instantaneous

cost, ¢ in (2) be represented in discrete time no-

cont >

tation as an additive cost over an interval,

Tk

c(x,.u, )= I Coomt (x(r),uk)-d‘r .

t=t,

)

Using the notation developed in (2) through (5), the
continuous-time system’s total cost is expressed in
discrete time notation as

)zgak-c(xk,uk)

To simplify the continuous-time dynamics, let

fo(xu)= {jf ¢(7)u dr,cj(O):x}. (7)

Hence,

J(x, (6)

X = 1o (xk ’“k) . @)
An optimal control choice for each time step can be
found using the dynamic programming equations,

u (x) € argmin{c(x,u)+a . V(fd (x,u))} . 9
ueU(x)

The function V(x) is known as the value function.

By using the dynamic programming (DP) equations
to find the value function, a minimizing controller is
obtained. The DP equations are

V(x) = urel}]ig){c(x,u)+a-V(j; (x,u))} , (10)
where

U(x):{u‘g(x,u)SO} (11)

defines the set of feasible actions, U (x) For the

case where the total cost is considered over an infi-
nite horizon and u, = u (xk) (see eq (9)), the value

function is the same as the total cost function,
J (x): V(x). Equation (10) can be solved through
value iteration, policy iteration, or linear program-
ming. See [5-23] for discussion of solution methods.
For discussion of using DP to find value functions
for automotive control application, see [24-29]. The
formulation of equation (11) is chosen to simplify
management of constraints throughout the model and
to conform to a standard form used in the optimiza-
tion community, the negative null form [30].

One problem with solving (10) is that when
the state space consists of continuous states, V(x)

is a function from one infinite set to another. Except
in special cases, this requires approximation to solve.
One common approach is to use linear bases to ap-
proximate the value function. Possible linear bases
include the bases for multi-linear interpolation, the
bases for barycentric interpolation, b-splines, and
polynomials. See the appendices in [25] for a discus-
sion of linear bases for dynamic programming. In the

case where V' (x) is approximated by a linear basis,
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V(x):CDT (x)-w, (12)

where

o(x)=[£(x) L) - HE)] A3
An approximate solution to (10) is found by finding
the weights, w, which solve
O (x)-w= mUi(n){c(x,u)+a-CDT (fd (x,u))-w} . (14)
See [5-7] for a discussion of using linear bases to
form the value function.

It is important to understand that this con-
troller is an optimal controller for the discrete time
case only, when the controller updates every At
seconds. In other uses, the controller will generally
be suboptimal. Additionally, any development algo-
rithm based on this methodology will suffer from the
curse of dimensionality [31]. In other words, the
time to find an optimal controller will increase geo-
metrically with the size of the plant state space. As a
point of reference, using a single commercially
available PC from 2005, a five state controller was
found in less than twenty four hours.

2 Controller Development

To use equations (2) through (14) to develop
a controller, it is necessary to have a plant model
which includes the dynamics ( /), cost function (c¢),
and constraints (g) all coupled to an integrator

which can be invoked as a function call by a Control
Design Algorithm (CDA). In addition, the set of
states for the plant model and the set of controller
actions must be specified to the CDA. For this work,
a custom wrapper was developed that allowed
batches of states and actions to be efficiently evalu-
ated. Each evaluation returned the state at the next
interval, the cost of operation for the interval, and the
constraint activity over the interval.

To understand the structure of the equations
involved in this work, consider a system consisting
of a plant and a controller. Without loss of general-
ity, assume the plant dynamics are described by or-
dinary differential equations

)'sz(x,u), (15)
where [ is a function that describes the plant dy-

namics. For notational simplicity consider a continu-
ous time controller. Let the controller be a full state
feedback controller implemented as a static mapping,
M , from the state, x, to the action set, u :

u=M (x) (16)
Assuming only a single global minimum exists, the
dynamic programming equations in (9) can be di-
rectly used for the static mapping (16). The autono-
mous dynamics of this system are then described by
the following equation

x:f(x,argmin{c(x,u)Jra-V(fd (x,u))}j (17)

uel(x)

This equation is then integrated to solve forx(t) ,

x(1)=

]f x(s),arg min

ueU(x)

c(x(s),u)

(18)
-ds
+0:-V(fd (x(s),u))

where

X (0) =X, (19)
defines the initial conditions. To evaluate fd from

(7), a nested integrator, which is independent of the
primary simulation integrator, is required. This
nested integrator executes in ‘zero-time’ from the
perspective of the primary integrator. We refer to
this as an embedded or nested simulation. Because
the nested integrator is used inside a numeric optimi-
zation, it will potentially be called multiple times at

each primary integrator evaluation. If f, in (18) is

expanded using (7), the plant dynamics function, f,
from (15) occurs in two locations in

x(1) =

(20)

, - c(x(s),u)+
!.f x@)mrﬂg{fﬁ}“ a_V[;i‘f(g(T),u).dr,g(o)—x(s)]

where

X (0) =X, (21)
The nested copy of the plant dynamics equations, f,

is referred to as the embedded or nested model. In
the case where the controller is modeled as updating
periodically, rather than continuously, the solution to
the optimization problem is held constant between
controller updates.

The equation structure in (20) and the reuse
of the plant dynamics function, f, offer the ability

to quickly synthesize controllers using numerical
techniques. However, existing tools make the im-
plementation of this type of model problematic.
There are two primary issues in implementation. The
first is execution efficiency. Few commercial tools
have been developed with the goal of efficiently
solving this class of equations. Secondly, several
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commercial modeling environments make the defini-
tion and reuse of the plant model cumbersome, re-
quiring significant efforts during development and
maintenance. Fortunately, the features of Modelica
make the definition and reuse of a plant model man-
ageable. The examples that follow have been devel-
oped in Dymola ®, however this general approach
has also been used with Simulink® and AMESim®.

To systematically generate a system with an
optimal controller, a model of the plant is generated.
This plant model is ‘wrapped’ with an application
programming interface (API) so a control design al-
gorithm can determine the state space, the action
space, the state at the next time step, the constraint
activity, and the cost for a given state and action.
This interaction between the plant model, the API
and the control design algorithm is illustrated in
Figure 1. The CDA queries the API to determine the
structure of the state and action space. Given this
structure and the configuration of the CDA, a se-
quence of DOEs is executed. The DOE data are used
to find a solution to (10). For this work, the value
function was modeled using multi-linear interpola-
tion and a solution to (14) was found. To simplify

coding, value iteration was used [5, 6] to find V(x) .

the plant model. This structure is illustrated in Figure
2.

Controller

Optimizer
D] 460 b)) |

API to expose functions

Plant
Model

Embedded
Plant
Model

State Space

Action Space
(X, u) API to expose functions
Control Design Algorithm fd (x, u) Blant
Model
glx,u)
(CDA)
c(x, u)
V(x)

Figure 1 - Plant Model API

Once the value function is generated, the
system model is formed by one of two methods. The
first method is by generating a lookup table that
maps the state variables to an action as in (16). The
process of generating a value function, finding a
mapping equivalent to (9), and realizing a controller
as a mapping (or lookup table) is referred to as Indi-
rect Model Embedded Control (IMEC). This method
is appropriate for some systems. Another approach,
which is more computationally expensive, is referred
to as Direct Model Embedded Control (DMEC). For
DMEQC, the controller is realized by forming an op-
timization statement around an embedded copy of

Figure 2 - Direct Model Embedded Controller Struc-
ture

To realize a Direct Model Embedded Con-
troller (DMEC), two pieces are added to the system
model. The first piece is an optimizer which solves
(9). This optimizer can be as simple as a Design of
Experiments (DOEs) which considers a fixed set of
actions, and selects one which minimizes (9). For
more sophistication, if the nature of the problem
permits it, a gradient-based optimizer can be em-
ployed [30, 32, 33]. If the nature of the problem does
not allow solution using these types of approaches,
global solvers can be used [34-36]. Ideally, an opti-
mization library should support both gradient and
non-gradient methods for constrained optimization
problems. As part of this project, libraries for per-
forming both DOEs and gradient-based optimiza-
tions were implemented entirely in Modelica. How-
ever, there are currently no comparable commercial
or public domain libraries available. The second
piece required to implement a DMEC is the ability to
invoke a function which efficiently initializes and
simulates, over a ‘short’ time horizon, a set of mod-
els which are copies of the plant model with modi-
fied parameters. Because of the structure of the prob-
lem, each time the controller executes, multiple em-
bedded simulations will execute. Depending on the
nature of the action set, the number of embedded
simulations may vary from as few as two embedded
simulations to several thousand embedded simula-
tions.

3 Example — Simple Engine Start
To illustrate how these concepts are used to

build a controller, consider the problem of starting an
internal combustion engine using an electric machine
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with insufficient torque to guarantee the engine
completes a revolution from all possible stationary
starting points. If the initial position of the engine is
in a range of angles, the electric machine will stall.
To simplify the modeling, let us assume the engine
can be approximated using a crank slider connected
to a spring. The system model, shown in Figure 3,
consists of an electrical motor connected to the crank
which connects through the crank slider mechanism
to a piston which is subject to damping from friction.
Inertia is present in the motor rotor, crankshaft and
piston. The electric machine is subject to constraints
on minimum and maximum torque.

l;]Mod licaCranking IdsalMotorAndSpring_ ClossdLoopSpringCrankingSystem - ModelicaCranking_TdealMot.c =
fion

low Help
- ¢ d mENE S 5]

Time
Objective

crankMechanism

mmmmm

Figure 3 - Engine Starting Model

The objective of the control system is to en-
sure the engine will overcome the initial compres-
sion torque from any initial state and minimize en-
gine start time. The total cost of operation (what is
being minimized) is expressed mathematically as the
total time taken to achieve a speed greater than or
equal to five hundred RPM. Once this speed is
achieved, the controller is deactivated and another
scheme is used to manage the engine. The total cost
of operation for this system is considered over an
infinite time horizon and is computed as

J(x(O))zD]{O ,w(t)ZSOOrpm}'dt. @)

o |1 ,otherwise

The instantaneous cost for this system is

()= {o ,> 500 rpm}.

(23)
,otherwise

This type of cost generates a ‘shortest-path’ control-

ler. The controller will minimize the total time to

achieve 500 rpm. The total cost in (22) is undis-

counted. Therefore the discounting factor, ¢ , which

is visible in (2) is assigned a value of one and omit-
ted from the expression.

While it is clear that the system has exactly
two states, they can be selected somewhat arbitrarily.
For this example, the engine angle and engine speed
were selected. With these variables as the states, the
controller is represented as a static map from the en-
gine angle and engine speed to the electric machine

torque.
=M (o,0) (24)

The feasible action set is a single real number, the
motor torque, bounded by the constraints on motor
torque and power. The set of feasible actions is de-

fined by
-100<u <100,
U(x): u (25)
—10000 < u - <10000

The value function was represented using multi-
linear interpolation, see equation (12).

The plant model was implemented in Mode-
lica. The Controller Design Algorithm (CDA) was
implemented in MATLAB®. The CDA invoked
function calls to a custom API, similar to Figure 1,
applied to the plant model in Dymola®. The CDA
solved for the weights, w, in the value function
(equation (12)). This value function was used to gen-
erate an Indirect Model Embedded Controller
(IMEC) and a Direct Model Embedded Controller
(DMEC). The value function generated by the CDA
is shown in Figure 4.

Value function

//,,'~
iy
/ //////I////////Il//

i

T

// ””////5?’,57//////55””/'///5””,////////
/

- Time to Run [s]

T
//

I/

V(x)

////
I

Engine Speed [rpm]

Figure 4 - Value function

The IMEC was realized as a two input
lookup table with multi-linear interpolation on a
regular grid. The grid points in the table were found
by solving (9) using the value function generated by
the CDA. This controller was implemented using
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standard Modelica components. The actuator com-
mands for the IMEC controller are shown in Figure 5
as a function of engine speed and angle.

Best Control Choice - u*

Motor Torque [Nm]

Engine Speed [rpm]

Figure 5 - IMEC control table

The DMEC was realized by wrapping a copy
of the plant model with an API similar to the one
used for the CDA. A DOE was used to search feasi-
ble actions. The resulting code structure is identical
to Figure 2. The optimal action was chosen to mini-
mize (9).

For both of these controllers, the problem of
starting the engine from any initial condition was
solved. The solution involved the counter-intuitive
approach of spinning the engine backwards, then
reversing direction to allow enough energy to be
stored in the inertia to overcome the spring force.
From a model and a control objective, an optimal
controller with very complex behaviors was numeri-
cally generated in less than 10 minutes on a single
PC (3GHz, 2Gb RAM). Furthermore, a similar
problem with four states was solved in less than
three hours. Of course the power of this approach
can only be realized once a sufficient level of tool
support is available so that the time required to set
up the analysis is on the same order as the solution
time.
3.1 Direct vs Indirect MEC

Ideally, both an IMEC and DMEC will re-
sult in identical behaviors. However, differences in
approximation schemes and interpolation can results
in appreciable differences. In many cases, while In-
direct MEC is simpler to realize in a model, there are
good reasons to implement a controller with the
complexity and computational cost of a Direct MEC.

As an example, consider the previous prob-
lem. The value function, V(x), was found using the

Control Design Algorithm (CDA). The IMEC con-
troller was designed by solving for the best electric
machine torque for a set of engine angles and speeds
on a regular grid. For engine states which occur off
this grid, multi-linear interpolation was used to cal-
culate the control action. When the IMEC was used
in an engine start simulation, if the optimal torque
transitioned between positive and negative, the inter-
polation caused a smooth change in the torque be-
cause of the continuity imposed by interpolation.

Alternatively, consider a Direct MEC. Be-
cause of the characteristics of the dynamic pro-
gramming equations and the value function, the op-
timal choices are either full positive or full negative
torque. This results in an instantaneous, non-
continuous change in torque. When plotted as in
Figure 6, the difference between the control inputs
and the state evolution of the system can be seen.
The interpolation due to the approximation in the
IMEC results in artifacts in the control actions and a
slight loss of performance in the system. Mathe-
matically this means that more detail is required to

resolve u*(x), the function that we are ultimately
trying to formulate, than to resolve V(x).

There are cases where an IMEC is superior
to a DMEC approach (e.g. [26] illustrates just such a
case). In general, an IMEC implementation is supe-
rior when both the action set is continuous and the
optimal actions are continuous. The DMEC approach
is superior when either the action set is discrete or
the optimal actions are not continuous with respect
to the state. One example where DMEC is clearly
superior is where the motor is controlled by selecting
the state of a switch inverter. In this case, the action
set consists of a finite set of choices for switch con-
figuration and the optimal actions are not continuous
with respect to the state.

Crankshaft Spesdt: Direct ve. Indirect

—— omepax (ndirect] —— omega x (Direct)
T

T T
000 008 040 015 020

Crankshaft Posiion: Direct vs. Indirect

—— phix —— phix (Direct)

Starter Torque: Direct vs. Indlrect
200

100 4

04

-100

‘ —— actustor.y (indirect) —— actustor.y (Direct) |
200 ! | .
000 005 010 015 020

Figure 6 - Comparison of IMEC and DMEC results
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4 Implementation of optimization al-
gorithms

One of the challenges in Direct Model Em-
bedded Control is the implementation of an opti-
mizer. While this work was performed using a De-
sign of Experiments (DOE) to select optimal actions,
this approach becomes intractable when equality
constraints and larger dimensional actions sets are
considered. Towards the goal of supporting these
classes of problems, a gradient-based optimizer was
developed. One of the goals in developing this opti-
mizer was to fully implement the optimizer in Mode-
lica. By fully implementing in Modelica, all of the
information used by the optimizer would be accessi-
ble for speed improvements by the compiler. Should
native support for model embedding become avail-
able, all equations associated with a Direct MEC
would be accessible to the compiler for speed im-
provement. Additionally, since the embedded simu-
lations in a DMEC can be completely decoupled
from each other, simulation tools could easily exploit
the coarse grained parallelism on multi-core CPUs
by running several embedded simulations concur-
rently when conducting searches in the optimizer
(e.g. line searches and numerical gradients).

The optimizer was developed in Modelica to
solve a constrained optimization problem which is
generally stated in negative null form [30] as

mlin objective (Z)
S.L.

ginequalities (Z) S 0
hequalities (;{ ) = O

To implement a gradient optimizer, the optimizer
functionality was separated from the objective func-

(26)

tion ( fabjemve ), the inequality constraint functions
(&inequatisies )» and the equality constraint functions

(h

wgualiries )+ 11€ Optimizer was designed under the
assumption that the inequality constraint functions
are all in negative null form: feasible inequality con-
straints are less than or equal to zero. The objective
function was assumed to be a minimization objec-
tive. Since Modelica does not (yet) support the con-
cept of methods or passing of functions as argu-
ments, the optimizer was designed to use static in-
heritance. For this reason, the objective and con-
straint functions are replaceable functions within an
optimizer package.

One feature of this library, that is not com-
monly available, is the ability to handle functions

which are undefined over some region. The domain
of the objective and constraints may not be known a
priori. This occurs with MEC applications because
the objective (e.g. equation (9)) and constraint func-
tions (e.g. equation (11)) are typically evaluated us-
ing a solver. The solver may not find a solution.
Hence, classical algorithms must be modified to re-
cover from undefined evaluations.

Implementation of this capability was prob-
lematic because of the lack of numeric support for a
real value which represents the concept of an unde-
fined quantity. Either a native capability similar to
Matlab’s ® ‘NaN’, or operator overloading with the
ability to extend a class from real numbers would
have simplified implementation.

In this library, Modelica.Constants.inf was
used to indicate that a function call was undefined.
However, the language specification does not define
behavior for operations (e.g. addition, subtraction,
multiplication, division) on Modelica.Constants.inf.
Therefore, all functions and statements which oper-
ated on variables that might be assigned a value of
Modelica.Constants.inf required conditional expres-
sions to ensure expected behavior.

While this optimization library will not be
publicly released, it is available for further develop-
ment. Contact the lead author for a copy.

5 Recommendations

While it is possible to realize both IMEC
and DMEC controllers using Modelica 2.2, the addi-
tion of a standard optimization library and native
support for embedded model simulation would
vastly simplify implementation and maintenance.

Towards the goal of simplifying implemen-
tation of MEC, a recommended language improve-
ment is the addition of a ‘model simulate’ function.
The function would accept arguments that specify
the model to simulate, the parameter values to use in
each simulation, the outputs to return, and any solver
specific settings. The solver should be able to be
configured to solve both initialization problems and
simulation problems. For efficiency in evaluation,
the function should support both a scalar and vector
lists of parameters. In addition to results which are
associated with the model, there should be results
associated with the solver. These results should be
sufficient to diagnose solver failures. At a mini-
mum, these should include the final time in the
evaluation and an indication of whether the simula-
tion successfully completed. A sample function defi-
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nition along with an example invocation are shown
in Figure 7.

function simulateModel
input String modelName;
input String paramNames[:];
input String resultNames[:];
input Real
paramValues|[:,size (paramNames, 1) ];
input SettingsRecord solverSettings;
output Real
results[size (paramValues, 1)

4
size (resultNames, 1) ];
end simulateModel;

// example call
[angle, speed, exitCondition, exitTime] =
simulateModel (
modelName=“Library.PlantModel”,
paramNames {“*w0”, “thetalO”,”u”},
resultNames=

“theta”,

A4

{"w”,
“exitCondition”, “exitTime” 1},
paramValues=

[0, 0,

1, 0

-100;
-100;
2, 2*pi,

solverSettings =

1007,

SettingsRecord (
stopTime=1.0,
fixedStep=0.1)

) ;

Figure 7 - Model evaluation

It is important to point out that the goal is to
be able to invoke such a function from within a run-
ning model and not simply as a command line analy-
sis option. As previously mentioned, the ability to
directly express such nested simulation relationships
makes posing MEC problems much easier. If the
MEC problem could also directly express the “opti-
mization problem” associated with MEC then tools
could also bring the underlying symbolic informa-
tion to bear on efficient gradient evaluation as well.

One remaining issue for DMEC problems is
the initialization of state variables in the embedded
model. For DMEC problems we typically want the
embedded model to start at the current state of the
parent simulation. Said another way, the current val-
ues of the states in the parent simulation should be

used as initial conditions in the nested simulation.
Of course, it is possible using the function in Figure
7 to establish such a mapping but hopefully the lan-
guage design group will consider alternatives that
would be less tedious and error prone.

6 Conclusions

It is tractable to numerically synthesize near
optimal (or approximately minimal) controllers for
many systems. While in most cases the state feed-
back required for the controllers may make them
impractical to deploy, they can certainly be used as
prototype controllers that establish performance lim-
its for a given design as well as provide insights into
control laws for production controllers. Further-
more, this approach can easily integrate into a com-
bined plant-controller optimization process. This can
be done by making the optimal controller a function
of the plant parameters. These optimal controllers
can be realized as lookup tables (IMEC) or through
the use of optimization and embedded models
(DMEC). An algorithmic approach to controls syn-
thesis was presented. For this paper, the IMEC and
DMEC approaches were applied to an engine start-
ing problem to generate an optimal controller in an
automated fashion.

As this work has shown, Modelica is a
promising technology for rapid prototyping of sub-
system designs and prototype controllers. However,
lack of support for ‘model embedding’ makes devel-
opment and long term maintenance problematic be-
cause considerable work must be done to implement
this embedding. Lacking any language standard, this
work will always be tool specific. Furthermore, im-
plementation of controllers which rely on optimiza-
tion suffer from the lack of a standard optimization
library. While an optimization library was developed
for this work, it isn’t practical for most users to make
such an investment. By adding both language sup-
port to express the essential aspects of model em-
bedding and optimization discussed in this paper,
Modelica can evolve into a powerful technology for
system development and optimization.
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Abstract

In the last few years a Modelica library for spacecraft
modelling and simulation has been developed, on the
basis of the Modelica Multibody Library. The aim of
this paper is to demonstrate improvements in terms of
simulation accuracy and efficiency which can be ob-
tained by using Keplerian or Equinoctial parameters
instead of Cartesian coordinates as state variables in
the spacecraft model. The rigid body model of the
standard MultiBody library is extended by adding the
equations defining a transformation of the body center-
of-mass coodinates from Keplerian and Equinoctial
parameters to Cartesian coordinates, and by setting the
former as preferred states, instead of the latter. The re-
maining parts of the model, including the model of the
gravitational field, are left untouched, thus ensuring
maximum re-usability of third-party code. The results
shown in the paper demonstrate the superior accuracy
and speed of computation in the reference case of a
point-mass gravity field.

Keywords: Spacecraft dynamics; Orbit dynamics; Nu-
merical integration; State selection.

1 Introduction

The Modelica Spacecraft Dynamics Library ([6, 7,
10]) is a set of models (based on the already existing
and well known Multibody Library, see [9]) which is
currently being developed with the aim of providing
an advanced modelling and simulation tool capable of
supporting control system analysis and design activ-
ities for both spacecraft attitude and orbit dynamics.
The main motivation for the development of the library
is given by the significant benefits that the adoption
of a systematic approach to modelling and simulation,
based on modern a-causal object-oriented languages
such as Modelica, can give to the design process of
such advanced control systems.

At the present stage, the library encompasses all the
necessary utilities in order to ready a reliable and
quick-to-use scenario for a generic space mission, pro-
viding a wide choice of most commonly used mod-
els for AOCS sensors, actuators and controls. The
library’s model reusability is such that, as new mis-
sions are conceived, the library can be used as a base
upon which readily and easily build a simulator. This
goal can be achieved simply by interconnecting the
standard library objects, possibly with new compo-
nents purposely designed to cope with specific mis-
sion requirements, regardless of space mission sce-
nario in terms of either mission environment (e.g.,
planet Earth, Mars, solar system), spacecraft config-
uration or embarked on-board systems (e.g., sensors,
actuators, control algorithms).

More precisely, the generic spacecraft simulator con-
sists of an Extended World model and one or more
Spacecraft models. The Extended World model is an
extension of Modelica.MultiBody.World which pro-
vides all the functions needed for a complete repre-
sentation of the space environment as seen by a space-
craft: gravitational and geomagnetic field models, at-
mospheric models, solar radiation models. Such an
extension to the basic World model as originally pro-
vided in the MultiBody library plays a major role in
the realistic simulation of the dynamics of a space-
craft as the linear and angular motion of a satellite
are significantly influenced by its interaction with the
space environment. The Spacecraft model, on the
other hand, is a completely reconfigurable spacecraft
including components to describe the actual space-
craft dynamics, the attitude/orbit control sensors and
actuators and the relevant control laws. In this pa-
per we are specifically concerned with the Space-
craft model; this component has been defined by ex-
tending the already available standard model Model-
ica.Mechanics.MultiBody.Parts.Body. The main mod-
ifications reside in the selectable evaluation of the in-
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teractions between the spacecraft and the space envi-
ronment and on the additional initialization option for
the simulation via selection of a specific orbit for the
spacecraft. The main drawback associated with the
adoption of the standard Body model as the core of
the Spacecraft model is related to the intrinsic use this
component makes of the Cartesian coordinates in the
World reference frame for the state variables associ-
ated with the motion of the Body’s center of mass. In-
deed, for spacecraft work it is well known that signifi-
cant benefits, both in terms of simulation accuracy and
computational performance, can be obtained by using
different choices of state variables, such as Keplerian
and Equinoctial parameters (see, e.g., [11, 8]).
Therefore, the aims of this paper, which extends pre-
liminary results presented in [2] are the following:

e to demonstrate improvements in terms of simu-
lation accuracy and efficiency which can be ob-
tained by using Keplerian and Equinoctial pa-
rameters instead of Cartesian coordinates as state
variables in the spacecraft model;

o to illustrate how Keplerian and Equinoctial pa-
rameters can be included in the existing multi-
body spacecraft model by exploiting the object-
oriented features of the Modelica language and
the symbolic manipulation capability of Model-
ica tools.

The paper is organised as follows: first an overview
of the available choices for the state representation of
satellite orbits is given in Section 2; subsequently, the
use of Keplerian and Equinoctial orbital elements for
the simulation of orbit dynamics will be described in
Section 3, while the corresponding Modelica imple-
mentation will be outlined in Section 4 and the re-
sults obtained in the implementation and application
of the proposed approach to the simulation of a Low
Earth and Geostationary orbits will be presented and
discussed in Section 5.

2 Satellite State Representations

The state of the center of mass of a satellite in space
needs six quantities to be defined. These quantities
may take on many equivalent forms. Whatever the
form, we call the collection of these quantities either a
state vector (usually associated with position and ve-
locity vectors) or a set of elements called orbital ele-
ments (typically used with scalar magnitude and angu-
lar representations of the orbit). Either set of quanti-
ties is referenced to a particular reference frame and

completely specifies the two-body orbit from a com-
plete set of initial conditions for solving an initial value
problem class of differential equations.

In the following subsections, we will deal with space-
craft subject only to the gravitational attraction of the
Earth considered as a point mass (unperturbed Keple-
rian conditions) and we will refer mainly to the Earth
Centered Inertial reference axes (ECI), defined as fol-
lows. The origin of these axes is in the Earth’s centre.
The X-axis is parallel to the line of nodes. The Z-axis
is parallel to the Earth’s geographic north-south axis
and pointing north. The Y-axis completes the right-
handed orthogonal triad.

2.1 Position and Velocity Coordinates

In the ECI reference frame, the position and velocity
vectors of a spacecraft influenced only by the gravita-
tional attraction of the Earth considered with puncti-
form mass will be denotated as follows

)
2

T
r= [x y z] ,

_dr
Cdt’
The acceleration of such a spacecraft satisfies the
equation of two-body motion

v="[v v vl

d*r r
e _GMa——
a2~ Mo ®)

where 1 = GM, is the gravitational coefficient of the
Earth. A particular solution of this second order vector
differential equation is called an orbit that can be ellip-
tic or parabolic or hyperbolic, depending on the initial
values of the spacecraft position and velocity vectors
r(tp) and v(1p). Only circular and elliptic trajectories
are considered in this study.

The state representation by position and velocity of a
spacecraft in unperturbed Keplerian conditions is
T VT] T (4)
at a given time ¢. Time ¢ is always associated with a
state vector and it is often considered as a seventh com-
ponent. A time used as reference for the state vector
or orbital elements is called the epoch.

Xgcr = |r

2.2 Classical Orbital Elements

The most common element set used to describe ellip-
tical orbits (including circular orbits) are the classical
orbital elements (COEs), also called the Keplerian pa-
rameters, which are described in the sequel of this Sec-
tion. The COEs are defined as follows:
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e g :semi-major axis, [m];

e n :mean motion, [rad/s]

e ¢ :eccentricity, [dimensionless];

e | :inclination, [rad];

e QO : right ascension of the ascending node,
[rad];

e @ :argument of perigee, [rad];

e Vv :true anomaly, [rad];

e E :eccentric anomaly, [rad];

e M : mean anomaly, [rad];

(see Figures 1 and 2). The definitions of the COEs are

referenced to the ECI frame. The semi-major axis a

specifies the size of the orbit. Alternatively, the mean

motion

GM¢,
PE

&)

n—

can be used to specify the size.

The eccentricity e specifies the shape of the ellipse.
It is the magnitude of the eccentricity vector, which
points toward the perigee along the line of apsis.

The inclination i specifies the tilt of the orbit plane. It
is defined as the angle between the angular momentum
vector h = r X v and the unit vector Z.

The right ascension of the ascending node € is the an-
gle from the positive X axis to the node vector n point-
ing toward the ascending node, that is the point on the
equatorial plane where the orbit crosses from south to
north. The argument of perigee @ is measured from
the ascending node to the perigee, i.e., to the eccen-
tricity vector e pointing towards the perigee.

The eccentric anomaly E is defined on the auxiliary
circle of radius a, that can be drawn around the ellip-
tical orbit, as shown in Figure 2. Finally, the mean
anomaly M is defined as M = n(t —t,), where 1, de-
notes the time of perigee passage, i.e., the instant at
which the eccentric anomaly vanishes. As is apparent
from its definition, the mean anomaly for an ideal Ke-
plerian orbit increases uniformly over time. E and M
are related by the well known Kepler equation

E —esin(E) =M. (6)

In this work, satellite state representation in terms of
classical orbital elements (Keplerian parameters) will
be denoted as

Xep=|a e i Q o M]T

(7)

with the implicit choice of adopting M as a parame-
ter to represent the spacecraft anomaly; the advantages
and disadvantages of this choice will be discussed in
the following.

2.3 Equinoctial Orbital Elements

COEs suffer from two main singularities. The first is
when the orbit is circular, i.e., when the eccentricity is
zero (e = 0). In this case the line of apsis is undefined
and also the argument of perigee @. The second occurs
when the orbit is equatorial, i.e., when the inclination
is zero (i = 0). In this case the ascending node is un-
defined and also the right ascension of the ascending
node Q. See Figure 1.

It is nevertheless possible to define the true, eccentric
and mean longitude (L, K and /, respectively) as

L=0+Q+vV, (8)
K=0+Q+E, ©)
l=0+Q+M; (10)

these quantities remain well-defined also in the singu-
lar cases of circular and/or equatorial orbits.

The equinoctial orbital elements (EOEs) avoid the sin-
gularities encountered when using the classical orbital
elements. EOEs were originally developed by La-
grange in 1774. Their definitions in terms of Kep-
lerian elements are given by the following equations

<" EQUATORIAL
.. PLANE

'
I ORBITAL
' PLANE -7

equatorial plane
and orbifal plane

Figure 1: Classical Orbital Elements (COEs).
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AUXILIARY

ELLIPTIC
ORBIT

a cos(E) T
- !
ae

Figure 2: True and eccentric anomalies for elliptic mo-
tion.

(see, e.g., [1, 5, 8] for details)

a, (11)
P, = esin(@+19Q), (12)
P, =ecos(w+1Q), (13)
Q) =tan(i/2)sinQ, (14)
0, =tan(i/2)cosQ, (15)

I=Q+0+M. (16)

True retrograde equatorial orbits (i = 180°) cause
problems because Q; and @, are undefined. This
problem is solved by introducing a retrograde factor
I which is 41 for direct orbits and —1 for retrograde
orbits. In this work, dealing with geostationary satel-
lites, I is equal to +1 and the mean longitude net of
the Greenwich Hour Angle ©(r)

lo=1—0(t) a7
will be used instead of the mean longitude / given by
equation (16). GEO satellite state representation in
terms of equinoctial orbital elements will be denoted
as follows

T

xpoe=1la Pp P, Q1 Q2 o (18)

The definitions of the EOEs are referenced to the
equinoctial reference frame, which can be obtained

the same direction as the £ vector). In the equinoc-
tial frame the elements P; and P, represent the pro-
jection of the eccentricity vector onto the Q and E di-
rections, respectively (see Figure 3). The elements Q;
and Q» represent the projection of the vector oriented
in the direction of the ascending node with magnitude
tan(i/2), onto the Q and E directions, respectively.
Note that in the singular cases of circular (or equa-
torial) orbits, the vector P (or Q) becomes zero; the
indetermination in the two components of each vector
is thus not a problem.

LINE
OF APSIS

2

LINE

OF NODES i=tan(i/2)n/n

(4 Q
E

ORBITAL
PLANE

ORBITAL
PLANE

3 SPACECRAFT

Figure 3: Eccentricity and inclination equinoctial
components and true longitude.

2.4 Conversion formulae: COEs to Cartesian

The position coordinates in the orbital plane, centered
in the Earth (Figure 2) are related to the COEs by the
following equations

o]~ e

while the corresponding velocities can be computed as

(19)

— St sin(E)

|:Vx,orb:| _ R
Vy,orb an, /1 _e? COS(E)

Ir]

; (20)

with [r| = /X2, 4+, = VrTr. As depicted in Fig-
ure 1, the orthogonal basis RTN of the Gaussian co-
ordinate system can be obtained from the orthogonal
basis XY Z of the ECI frame by means of three succes-

sive rotations

from the ECI reference frame by a rotation through Xorb X

the angle Q about the Z axis, followed by a rotation Yorb | = Zzxz (Xcor) | V] 5 2D
through the angle i about the new X axis (which points 0 Z

in the same direction as the node vector n pointing with

the ascending node), followed by a rotation through

the angle —IQ about the new Z axis (which points in RHzx7 Xppw) = B7(0)Xx (1) X 7(Q) (22)
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where matrix

cosQ sinQ 0
Hz(Q) = |—sinQ cosQ 0 (23)
0 0 1

describes the first rotation around the Z axis of an an-
gle Q, matrix

1 0 0
Fx(Q)= [0 cosi sini (24)
0 —sini cosi

describes the second rotation around the X of an angle
i, matrix

cos(w) sin(®w) O
Hz(®) = | —sin(w) cos(w) 0O (25)
0 0 1

describes the third rotation around the Z axis of an an-
gle ®. Thanks to the orthonormal property of rotation
matrices, equation (21) can be easily inverted, giving

X Xorb
y| =%5(Q) %% ()% (®) |Yors | 5 (26)
Z 0

following the same reasoning, the Cartesian velocity
vector can be expressed as

Vx Vx,orb
Vy| = ‘@5 (Q‘)‘-@;(l)%g(w) Vy,orb 27)
Vv, 0

Further details can be found, e.g., in [11]. Summariz-
ing, it is possible to compute xcog, given xgcy, by first
solving the scalar implicit equation (6) for E, and then
the explicit vector equations (19)-(20), (26)-(27).

2.5 Conversion formulae: EOEs to Cartesian

The conversion formulae from EOEs to Cartesian co-
ordinates in ECI are slightly more involved. The
results are summarised here; for further details, the
reader is referred to, e.g., [1, 5, 8].

The eccentric longitude K can be computed by solving
the implicit equation

b ‘xﬂ%_‘rc (1+Q% Qz)dws +2Q Q dm1
Vy| =n ‘)7‘% +0 (1 +Q2 Qz)dSm +2Q1Q dcos
vV d|r dsin dcos
: o +20 |0, 50 — g, 4l |
(30)
where
|r| = a(l — Py sin(K) — Pycos(K)),
R
1+07+05
_ a
140+ 05
y=1+4/1-P}—P}
sin(L) = ﬁ [(y— P3)sin(K) + Py Pycos(K) — yP|]
cos(L) = %r\ [(}/—P]Z)cos(K) + P Pysin(K) — }/P2] .

3 COEs and EOEs for simulation of
orbit dynamics

When orbital control problems are studied, it is usually
necessary to integrate the equations of motion of the
satellite under the action of gravity (due to the Earth or
any other celestial body), of the space environment and
of the actuators’ thrust. The usual approach, known as
Cowell’s method (see [3]), is to integrate the equations
of motion in cartesian coordinates

(31
F

v:ag(r)—l-%

(32)

where a, is the acceleration of gravity, F' is the sum of
all the other forces, and m is the satellite mass. applied
by the actuators. First-cut models assume a point-mass
model

ag =—GMr/|r|’, (33)

while accurate simulations require more detailed mod-
els of the gravitational field, usually in the form of a
series expansion (see, e.g., [12]). In both cases, the
differential equations are strongly non-linear; there-
fore, despite the use of high-order integration algo-

linera +©(1) = K + Py cos(K) — Pasin(K). (28) rithm, tight tolerances end up in a fairly high number
The ECI coordinates are then given by of 51mulat10p step s.p et _Orblt' . .

If the satellite motion is described in terms of COEs

X (1 +Q% — Q%)cos(L) +201Q>sin(L) or EOEs, it is easy to observe that the variability of

y| =p (1 + Q% — Q%) sin( L) +2010> cos(L) , the six orbit elements is much smaller than that of the

z 20, sin(L) —2Q; cos(L) Cartesian coordinates. In particular, it is well-known

(29) that in case of a point-mass gravity field with no other
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applied forces, the first five parameters are constant,
while the mean anomaly and the mean longitude in-
crease linearly with time. All existing high-order in-
tegration methods have error bounds which depend on
Taylor expansions of the state trajectory. One can then
conjecture that if the COEs/EOEs are used as state
variables, instead of the Cartesian vectors r and v, the
state trajectories will be smoother, and therefore the in-
tegration algorithm will be able to estimate them with
with a higher relative precision using much larger time
steps, compared to the Cartesian coordinates case.
Recalling the definition of vector xgcy in (4), letting
7 = xcoe or z = xgor depending on the choice for
the new state variables and denoting by g(-) the trans-
formation relating z and x, equations (31)-(32) can be
written in compact form as

X = f(x)
x = g(2).

(34)
(35)

If a state variable change from x to z is now performed,
the following equations are obtained

%89, — 1(s(2)

(36)

which can be solved for z provided that the new state
variables z are uniquely defined

-1
2= (‘%@) f(g(2)) (37)
x=g(2). (38)

The Jacobian for gcog is generically well defined and
becomes singular only in the case of a circular and/or
equatorial orbit. In this case the EOEs are needed, as
the Jacobian for ggor is well defined in this case.

The model (37)-(38), which is now in standard state-
space form, has two very important features:

o the right-hand side of (37) is much less variable
than the right-hand side of (34), so it will be eas-
ier to integrate the equations with a higher accu-
racy;

e in case an accurate model of the gravity field is
used, it is not necessary to reformulate it in terms
of the COES/EOEs, as the right-hand side of (37)
uses the compound function f(g(z)).

Remark 1 The accurate computation of long-term so-
lutions for dynamical problems associated with pure
orbital motion has been a subject of extensive research

for decades. In particular, the so-called class of sym-
plectic integration methods (see, e.g., [4] and the ref-
erences therein) provides an effective and reliable so-
lution to the problem. In the framework of the present
study, however, the aim is to improve accuracy in the
computation of orbital motion while retaining the ad-
vantages associated with the use of a general-purpose
object-oriented modelling environment, in which not
only orbital dynamics can be simulated, but also the
coupled attitude motion, as well as the associated
mathematical models of sensors, actuators and con-
trollers for orbital and attitude control. This more gen-
eral framework requires the use of general-purpose in-
tegration algorithms for ODEs/DAE: .

4 Modelica implementation

The concepts outlined in Section 3 are easily im-
plemented with the Modelica language. The start-
ing point is the Body model of the standard Mod-
elica.Mechanics.MultiBody library [9]: this is a 6
degrees-of-freedom model of a rigid body, which can
be connected to other components to form a multi-
body system model. The original model has six de-
grees of freedom, corresponding to 12 state variables:
the three cartesian coordinates and the three velocity
components of the center of mass, plus three suitable
variables describing the body orientation and the three
components of the angular velocity vector. Assuming
that the gravitational field is applied exactly at the cen-
ter of mass (the gravity gradient effect is computed in a
separate model and thus not included here), the trans-
lational and rotational equations are completely de-
coupled, so it is possible to focus on the former ones,
leaving the latter ones untouched.

First of all, the equations to compute the gravity ac-
celeration as a function of the cartesian coordinates
using accurate field models are added by inheritance
to the standard World model of the MultiBody library,
which only offers the most basic options of no gravity,
constant gravity and point mass gravity (see [7, 10]).
Then, the standard Body model must be enhanced by:

1. adding the COEs aq, e, i, ®, Q, M or the EOEs a,
P, P, O1, O, lg as new model variables;

2. adding the equations relating COES/EOE:s to the
cartesian coordinates;

3. switching the stateSelect attribute for the r and v
vectors of the Body model to StateSelect.avoid,
and for the COEs/EOEs to StateSelect.prefer.
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The Modelica compiler tool will then perform the
transformation from (34)-(35) to (37)-(38) automati-
cally, using symbolic manipulation algorithms.

A first implementation option is to extend the Body
model by inheritance, adding the above-mentioned
features, and thus deriving two enhanced models
BodyKepler and BodyEquinoctial; this approach is
documented in [2].

A second option is to put the additional variables and
equations in a separate model with a multibody flange
interface, and then connect it to the unmodified Body
model within a wrapper model that also sets the pre-
ferred state variables. This option perfectly fits the ar-
chitecture of the Spacecraft Dynamics library, where
such a structure was already used in order to include
the models of the interaction of the satellite with the
space environment: gravity gradient torque, aerody-
namic drag, solar radiation, etc. (see [10], Fig. 3). In
fact, the library described in [10] already contained a
similar model to compute the orbital parmeters; that
model, however, contained explicit inverse conversion
formulae (from cartesian coordinates to COEs), and
was designed to be used with cartesian coordinates as
states. Since either the COEs or the EOEs can be used,
the wrapper model must actually contain two condi-
tionally declared, mutually exclusive models (one for
each choice of coordinates), which are both connected
to the standard Body model; a flag in the wrapper
model decides which of the two will actually be ac-
tivated in the simulation model.

The Modelica code defining the new models is very
compact and easy to check, which is an important fea-
ture to ensure the correctness of the resulting model.
As already noted, the accurate models of the gravity
field, previously implemented in [7, 10], can still use
the Cartesian coordinates as inputs, and are thus left
unchanged.

As to the computational efficiency, the workload at
each time step is increased, compared to the standard
ECI formulation, by the conversion formulae, the Ja-
cobian computation and the solution of the linear sys-
tem (37). However, as will be demonstrated in the next
section, this additional overhead is more than com-
pensated by the fact that the differential equations are
much easier to integrate in the new state variables, re-
sulting in a faster simulation time and in a much tighter
accuracy.

5 Simulation examples

In this Section, the results obtained in comparing the
accuracy obtained by simulating the orbit dynamics
for two Low Earth orbiting (LEO) spacecraft and a
GEO one will be presented. As previously mentioned,
for the purpose of the present study we focus on the
simulation of the unperturbed dynamics, i.e., only the
gravitational acceleration computed from a point-mass
model for the Earth is considered. In this case, the
orbit is an ellipse (closed curve), having well-defined
features. Therefore, this assumption allows us to in-
troduce two simple criteria in order to evaluate the ac-
curacy of the performed simulations, namely:

e The period of an unperturbed elliptical orbit can

be computed a priori and is given by T =27 \/‘Lj ,
so a first measure of simulation accuracy can be
given by the precision with which the orbit actu-
ally closes during the simulation. To this purpose,
the following stopping criterion has been defined
for the simulation: the integration is stopped
when the position vector crosses a plane orthogo-
nal to the initial velocity and passing through the
initial position. Then, the final time is compared
with the orbit period and the final position is com-
pared with the initial one.

e Furthermore, for an unperturbed orbit the angular
momentum /& = r X v should remain constant, so
a second measure of accuracy for the simulation
is given by the relative error in the value of 4, i.e.,
the quantity

1A= n(0)]

39
14(0)] 9

ey —=

The considered orbits have been simulated us-
ing the Dymola tool, using Cartesian and Keple-
rian/Equinoctial coordinates, in order to evaluate the
above-defined precision indicators. The DASSL inte-
gration algorithm has been used, with the smallest fea-
sible relative tolerance 10~!2. The RADAU algorithm
has also been tried with the same relative tolerance,
yielding similar results which are not reported here for
the sake of conciseness.

5.1 A near-circular, LEO orbit

The first considered orbit is a LEO, near circular one
(see Figure 4), characterised by the following initial
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state, in Cartesian coordinates:

[6828.140 x 10
r(0) = 0 ,
i 0
[ 0
v(0) = |5.40258602956241 x 103
5.40258602956241 x 103

The results obtained in the comparison of Cartesian
and Keplerian coordinates are summarised in Table 1.
As can be seen from the Table, the precision achieved
in the actual closure of the orbit improves significantly
when using Keplerian coordinates as states: the sim-
ulated period is very close to the actual one and both
the period error and the position error are significantly
smaller.

x10° ™~

Figure 4: The considered LEO, near circular orbit.

Similarly, in Figure 5 the time histories of the relative
error on the value of the orbital angular momentum
are illustrated, for a simulation of about one day: the
results are clearly very satisfactory in both cases, how-
ever while in the case of Cartesian states the relative
error is significantly larger than machine precision and
is slowly increasing, in the case of Keplerian states the
relative error is much smaller and appears to be more
stable as a function of time (see also the mean value of
the relative angular momentum error, given in Table
1). Finally, note that the use of Keplerian parameters
also gives significant benefits in terms of simulation
efficiency, as can be seen from the last column of Ta-
ble 1.

5.2 A highly elliptical, LEO orbit

The second considered orbit is again a LEO one, but
it is characterised by a high value of the eccentricity

Cartesian coordinates
N
1
i

Keplerian coordinates
=

Time [s] x10

Figure 5: Relative errors on the orbit angular momen-
tum - near circular orbit: Cartesian (top) and Keplerian
(bottom) coordinates.

(see Figure 6, where it is also compared with the cir-
cular orbit considered in the previous case) and by the
following initial state, in Cartesian coordinates:

[6828.140 x 103
r(0) = 0 ,
i 0
i 0
v(0) = [5.40258602956241 x 10
7.29349113990925 x 10

As in the previous case, Table 2 shows the precision
achieved in the actual closure of the orbit: as can be
seen, the errors on the simulated period are of the same
order of magnitude for both choices of state variables.
The position errors, on the other hand are significantly
smaller when simulating the orbital motion using Ke-
plerian rather than Cartesian states.

Similarly, in Figure 7 the time histories of the relative
error on the value of the orbital angular momentum are
illustrated, for a simulation of about one day. In this
case, the results show that using Cartesian states the
relative error is again significantly larger than machine
precision and is slowly increasing, while using Keple-
rian states the relative error is of the order of machine
precision.

Finally, the gain in terms of simulation efficiency can
be verified from the last column of Table 2.
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Table 1: Orbit closure errors, relative angular momentum error and number of steps using Cartesian and Kep-

lerian coordinates - near circular orbit.

States AT [s] ||Ar|| [m] Mean ¢;, Number of steps
Cartesian | —1.00332x 107° | 1.69711 x 1073 | 1.5373 x 10~° 959
Keplerian | 2.38369 x 1078 | 2.17863 x 107> | 4.7528 x 10~!3 376

Table 2: Orbit closure errors, relative angular momentum error and number of steps using Cartesian and Kep-

lerian coordinates - highly elliptical orbit.

Yiml

Figure 6: The considered LEO, highly elliptical orbit,
compared with the circular one considered in Section
5.1.

5.3 A GEO orbit

The last considered orbit is a GEO one, characterised
by the following initial state, in Cartesian coordinates:

[4.21641 x 107
r(0) = 0 ;
i 0
[0
v(0) = |3074.66
0

Table 3 shows the accuracy improvement achieved
when simulating the orbital motion using Equinoctial
rather than Cartesian states. As in the previous case,
also for the simulation of GEO orbits it appears from
the inspection of the time histories of the relative error
on the orbital angular momentum (depicted in Figure

States AT [s] ||Ar|| [m] Mean ey, Number of steps
Cartesian | —1.17226 x 107> | 4.39241 x 103 | 1.2927 x 10~ 10 3650
Keplerian | 1.48665 x 107> | 2.67799 x 107 | 2.5223 x 10~16 1120
Y 4x10'
Eliptical g 3 /\ //—
3 /W
g2 e
g ’//‘///
E E‘s /ﬁ‘/_\//— | I

Keplerian coordinates

Time [s] x10*

Figure 7: Relative errors on the orbit angular momen-
tum - highly elliptical orbit: Cartesian (top) and Kep-
lerian (bottom) coordinates.

8) that in the case of Cartesian states the relative er-
ror is slowly increasing over time, while in the case of
Equinoctial states the relative error appears to be more
stable (see also Table 3).

Finally, the advantages provided by the use of
Equinoctial parameters in terms of simulation effi-
ciency are confirmed by the data provided in the last
column of Table 3.

6 Concluding remarks

A method for the accurate simulation of satellite or-
bit dynamics on the basis of the Modelica MultiBody
library has been presented. The proposed approach is
based on the use of Keplerian and Equinoctial parame-
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Table 3: Orbit closure errors, relative angular momentum error and number of steps using Cartesian and

Equinoctial coordinates - GEO orbit.

States AT [s]

|Ar]| [m]

Mean ¢, Number of steps

—2.79186 x 10~
—2.92057 x 1078

Cartesian
Equinoctial

1.88208 x 1072
8.91065 x 1077

1.0323 x 10~ 10 793
6.8574 x 1016 20

Cartesian coordinates
\

Equinoctial coordinates
- @&
/
S

4I'ime [s]5 ¢ 7 & 49

Figure 8: Relative errors on the orbit angular momen-
tum - GEO orbit: Cartesian (top) and Equinoctial (bot-
tom) coordinates.

ters instead of Cartesian coordinates as state variables
in the spacecraft model. This is achieved by adding to
the standard Body model the equations for the trans-
formation from Keplerian and Equinoctial parameters
to Cartesian coordinates and exploiting automatic dif-
ferentiation. The resulting model ensures a significant
improvement in numerical accuracy and a reduction in
the overall simulation time, while keeping the same
interface and multibody structure of the standard com-
ponent. Simulation results with a point-mass gravity
field show the good performance of the proposed ap-
proach. The validation with higher order gravity field
models is currently being performed.
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Abstract

In this work, it is described how effects of rotational
mechanics represented in three dimensions can be de-
scribed in an efficient way. The ideas have been im-
plemented in the Rotational3D library which is intro-
duced in this paper. Special attention is payed to the
influence of joints and how 1D rotational and multi-
body representations can be combined. Comparison
of accuracy and efficiency with MultiBody is shown
as well as typical application examples.
Keywords:  Rotational mechanics,
Multi-Body, Driveline, Shaft

Rotational3D,

1 Introduction

There is large class of rotational mechanical systems
where 1-dimensional revolution, or spin, is the dom-
inating motion. Examples of such systems are auto-
motive drivelines, transmissions, and steering mecha-
nisms [1, 2]. These rotational systems are often part of
general 3-dimensional multi-body systems with which
they interact. This may be reaction forces and torques
from brakes or motors, or gyroscopic moments re-
sulting from motion orthogonal to the spin direction.
It can also be kinematic effects on the spin motion
from universal joints with bending angle coupled to
3-dimensional motion of multi-body parts.

Systems of this class may in parts be described with
the Modelica Standard Library (MSL) [3] by using
the the 1-dimensional formalism of the Rotational li-
brary, or by the full multi-body formalism of the
MultiBody library [4]. The 1-dimensional approach
gives a low-complexity representation that allows for
fairly straightforward modeling of components such
as clutches and gears. Simple reaction torques can be
applied to multi-body parts by using the Mounting1D

component. Gyroscopic effect may be included by us-
ing the Rotor1D component instead of the normal rota-
tional inertia. These composite Rotational and Multi-
Body models in the Modelica Standard Library were
introduced in [5]. They were designed for modeling
of automatic transmissions, and are useful in contexts
where the complete rotational mechanism is mounted
on one multi-body part. In more general cases they
have the limitations of not describing all interaction
effects. Other drawbacks are the lack of information
on mechanism geometry and the very rudimentary vi-
sualization.

Using MSL, a full model that includes all interaction
effects requires that also the spin motion is described
with MultiBody models. This results in overly com-
plex and inefficient models where the 1-dimensional
rotation is hidden in transformation matrices. The ro-
tation angle is difficult and computationally expensive
to extract. It is also only available in the range [—7, 7]
and it is therefore tricky to track revolutions. Compo-
nents such as shafts introduces a lot of constraint equa-
tions when defined with standard multi-body joints.
The Rotational3D library was designed to combine
the advantages of the Rotational and MultiBody ap-
proaches. In particular, this means:

e Efficient description of the spin motion

e Reaction torques and forces

e Geometry and kinematic effects

e Visualization

o Interfacing to both MultiBody and Rotational

As aresult, Rotational3D is very suitable for e.g. auto-
motive applications and it is an established part of the
VehicleDynamics Library [6].
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2 Modelling principles

The main idea is to describe the spin motion similarly
as in the Rotational library, and provide references that
are coupled to MultiBody frames.

2.1 Connector definition

To represent the reference and the shaft motion, the
following information must be communicated in a
connector.

1. The rotation angle around the axis of rotation
2. The torque around the axis of rotation

3. The forces and torques acting on the reference
frame

4. A reference frame with position and orientation
5. The direction of the axis of rotation, n
6. The axis that defines zero rotation, g

Items 1 and 2 can be described by a Rotational flange
and items 3 and 4 by a MultiBody frame. In addi-
tion, the reference axes n and ¢ are required. The n
and g axes were explicitly defined in the connector in
early versions of Rotational3D. Now they are instead
implicitly defined as the x and y axes of the reference
frame, resulting in the following connector definition':

connector Flange
MB.Interfaces.Frame frame
"Reference frame";
Rt.Interfaces.Flange flange
"Rotation around frame x-axis relative y-axis";
end Flange;

In Figure 1, the representation of the connector is seen.

2.2 Coupling 1D and 3D effects

Consider the fundamentals of an inertia, the angular
acceleration of the inertia is a sum of the contributions
of the flange and the frame so that the resulting torque
at the flange, Tfnge 1S defined? as

(1)

1 A similar connector definition is also used in [7] and has been
introduced in the Modelica Standard Library as "FlangeWithBear-
ing". The scope of this is different as it essentially is intended as a
Rotational connector with an optional "bearingFrame" that allow
for reaction torques to be applied.

2This can also be found in [5].

Tflange = J (d)flange +7- éframe)

e ©

Figure 1: Animation view of an axle in a bearing with
a connector reference shown. Axis-of-rotation (n), ref-
erence rotation (g), actual rotation (red arrow) and the
angle @.

and the torque at the frame, Ty, is defined by

fframe + ﬁfflange =J (ﬁ@flange +6frame X ﬁwflange) .
2
Here ®¢janges O frame, 7, and J refer to the angular ve-
locity of flange and frame, spin axis, and inertia, re-
spectively. As a result, the torque at the flange, de-
pends on the motion of the frame and vice versa.
Another example of how information from both con-
nectors are required to formulate a model is a tyre
model. Typically, the longitudinal force generated by
the tyre is dependent on the wheel’s spin velocity. Un-
like for example a wheel speed sensor that measures
the speed relative to the hub, the total rotational veloc-
ity around the spin axis, @y, is required.
Wror = Wflange +7- Eframe (3)
2.3 Avoiding over- and under-determined
systems

Consider Figure 2: With two mounted bearings (1),
each bearing is mounted to a MultiBody frame and
by supplying parameters for n and ¢, the rotation axis
and reference is defined in the Rotational3D connec-
tor. This model is over-determined since two con-
nectors, both specifying the reference is connected.
Correspondingly, if none of the connectors in a set
would have the reference specified, the model would
be under-determined (2).

This is avoided by a connection rule using two connec-
tors with different colours, the grey is unconstrained
and the white is constrained: Each connection set must
have one and only one white connector and there must
never be a loop containing only white connectors.
This rule is somewhat simplified, consider for exam-
ple the under-determined example from Figure 2 (3).
Here, both ends of the shaft are attached to white
connectors and there is no loop consisting on only
white connectors. Still, the model is over-constrained
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=]

Figure 2: Example of under- and over-determined systems: Loop consisting on only white connectors (1).
The right-hand flange of the shaft is un-connected and under-determined (2). A model that is over-constrained

through the Rotational part (3).

since the Rotational part is forming a loop. This of
course could be handled by the rule above. It would
require that there were four Rotational3D connectors
to cover the combinations of constrained and uncon-
strained connectors.

Still, however, this would not be sufficient for the
general case since there are cases where some of
the MultiBody variables are constrained and some
not, which ultimately would lead to an unreasonable
amount of connectors.

3 Library contents

Unlike for many other libraries, Rotational3D compo-
nents are not intended to be used entirely on its own,
but together with Rotational and MultiBody compo-
nents. Only parts that cannot be modelled in Rota-
tional are implemented. This includes shafts, inertias,
visualizers, and other models where either the geome-
try or inertial effects are considered. In addition, there
are models that allow both Rotational and MultiBody
models to be used with the library, especially mounts
and housings.

Figure 3 shows some highlighted components: The
MultiBodyMount (1) translates a Rotational3D con-
nector to a rotating MultiBody frame and the Rota-
tionalMount (2) allow Rotational models with action
and reaction torques to be connected. The Supporte-
dRotationalMount (3) is a version of (2) including a
bearing and thus has an additional MultiBody connec-
tor to define the orientation of the flange. The Flange
visualization (4) visualizes the vectors n and g as well
as the rotation angle ¢ as seen in Figure 1 which is use-
ful both for debugging and comprehension. The Shaft
component (5) defines the motion between two flanges
without reference. It imposes no constraints between

4 i 5 = = 6
__\.phi i j =
ezt = =
q @) 0

Figure 3:
tional3D.

A selection of components from Rota-

the flanges since it is assumed to be flexible also in the
length direction. The twist characteristics is defined by
connecting components to the Rotational connectors
and additionally, inertial effects can be added via the
MultiBody connectors. The rotation angle is defined
based on the choice of joint type made, either univer-
sal and constant velocity. The Inertia (6) corresponds
to the Rotor component but additionally contains geo-
metric information as well as mass properties and the
corresponding visualization.

As an extension to the basic mounts (1-3), there
are also housings suitable for components such as
gear boxes. The SupportedHousing (7) allow for
ideal gears to be directly connected to the Rotational
flanges. The SupportedHousing?2 (8) is an adaption to
handle gearboxes from e.g. the PowerTrain library [8]
requiring a MultiBody support frame for internal in-
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ertias and animation. There are also sensors, such as
the AbsoluteRotationalVelocity (9), described in Sec-
tion 2.2.

4 Examples

As explained earlier, Rotational3D is intended to be
used together with both Rotational and MultiBody
components. This section explains and exemplifies
when Rotational3D is suitable and how component
and subsystem models can be designed.

4.1 Bevel gear

The first example shows two bevel gear components.
Consider first the upper diagram layer in Figure 4,
showing a bevel gear with an external support frame
(1). To this frame, two SupportedRotationalMount
components (2) are connected, each containing a bear-
ing that specifies the orientations of the two axles.
These mounts are connected to a Rotational.GearR2R
component (3) that contains the 1D gear characteris-
tics. Each mount is also connected to a connector (4)
and visualization for gear wheel and axle (5). Both
connectors are white since their orientation is fully
specified and as seen in the animation view (6), there
are two bearings except for the axles and gear wheels.

Now consider the lower diagram, showing the same
bevel gear but without the support frame. Instead,
the left connector is grey, indicating that this compo-
nent has to be connected to an outside bearing. The
left mount is here a RotationalMount, and as a conse-
quence, no bearing is present in the visualization.

4.2 Steering system

Steering systems for passenger cars are typically de-
signed as illustrated in Figure 5. The steering wheel
is attached to the steering column (1) which in turn is
connected to a shaft that is connected to the pinion of
the rack-and-pinion mechanism (3). Each connection
requires a joint (4) with two degrees of freedom to al-
low the shaft to rotate around its length axis. The uni-
versal joint is the most common type, consisting of two
revolute joints in series forming a cross. Unlike more
advanced joints, the universal joint has a varying ratio
over a revolution, depending on the bend angle ().

This require careful design of the geometric layout
as well as the rotation of the cross and depending on
these two factors, the resulting gear ratio of the mech-
anism will vary. Figure 6 shows the difference in rack

SupportedBevelGear

.

BevelGear

Figure 4: Diagram layer and visualization of two bevel
gear models.

Figure 5: Typical steering system layout (right) and
universal joint geometry (left).
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08 —— Difference: universal — constant velocity

0.4 1

-0.4 1

-0.8 T
-400

\ \ \
-200 0 200

steering wheel angle [deg]

400

Figure 6: Difference in rack position as function of
steering wheel angle.

g

Figure 7: Transmission model for the VehicleDynam-
ics library using PowerTrain library components.

position for the steering system in Figure 5, compared
to the same system but with constant velocity joints.

4.3 Automatic Transmission

Another advantage of Rotational3D is its compatibil-
ity with other Modelica libraries. Figure 7 shows
an example of a seamless integration of two libraries
for an automatic transmission. It is defined from a
standard interface in the VehicleDynamics library and
completed with shift mechanism (1), shift controller
(2) and a housing (3). The torque converter (4) and the
gear box (5) are from the PowerTrain library [8]. Note
that the PowerTrain components use a MultiBody sup-
port frame as discussed in Section 3.

Table 1: Translation and simulation results from Dy-
mola [9].

MB Rt3D
{10,3,3,2} {3,3}

oy {1

1.91 0.047

linear systems
non-linear systems
simulation time

4.4 Comparison with MultiBody

Two implementations of a drive shaft are compared. A
drive shaft is typically used to transfer axial rotational
motion between two moving bodies. Using MultiBody
primitives to define a non-elastic shaft with universal
joints yields the series R-U-P-U-R. R denotes a revo-
lute joint, here representing the bearings, P is a pris-
matic and U is a universal (two orthogonal revolute
joints).

Figure 9, shows an animation screen shot of the per-
formed simulation where both the MultiBody (MB)
and the Rotational3D (Rt3D) representations are in-
cluded on top of each other. The trajectory of the first
universal joint is shown as well as vectors for the re-
sulting forces and torques. The first shaft end is driven
with a constant speed relative to its bearing while the
required drive torque as well as the speed at the other
shaft end is shown, Figure 9.

Table 1 shows the number of linear and non-linear sys-
tems of equations and the simulation time for the two
cases described above. By avoiding the constraints
imposed by the MultiBody primitives, the number of
non-linear equations are drastically decreased which
makes the Rotational3D implementation about a factor
40 faster and less sensitive to the specified accuracy of
the integrator.

5 Limitations

Although the library concept is proven to be efficient,
it requires that some fundamental rules are followed.
As already stated, there is a connection rule to avoid
over- and under-constrained models. Additional, relat-
ing to the problems with the representation of multiple
revolution in MultiBody, it is required that the relative
rotation between two reference frames is less than one
revolution.

6 Conclusions

This work presents a new library that combines the ad-
vantage with Rotational and MultiBody representation
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Figure 8: Animation view of the comparison and val-
idation example with motion, forces and torques indi-
cated. The MultiBody and the Rotational3D models

are overlayed.

10 shaft velocity MB——— Shaft velocity Rt3D
@ 57
bS]
S
o
-5 T T T
0 5 10
1E4 — Difference in shaft velocity MB-Rt3D
__ 5E-5-
w
ES]
S
= 0EO0 J\MJ " w\—w
5E-5 ‘ ‘ ‘ . ‘ . : ‘ ‘
0 5 10
100 shaft torque MB ——— Shaft torque Rt3D
50
-50—
-100 T T T T T T
0 5 10
0.010 — Difference in shaft torque MB-Rt3D
0.005-
s OIOOOANWMWWMW
-0.005
-0.010 T T T T T
0 5 10

Figure 9: Comparison of the MultiBody and the Rota-
tional3D implementations. Speed at the second shaft
end (upper two plots) and required drive torque at first

shaft end (lower two plots).

of rotational mechanics. It gives the same simulation
results as MultiBody representations, often at a frac-
tion of the cost. An example shows a factor of around
40. More complex mechanisms such as drivelines are
often difficult/impossible to get to work in MultiBody.
These are built seamlessly in Rotational3D.
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Abstract

This paper presents methods of sensitivity calcula-
tion applied to a multi-axial test rig for elastomer
bushings. In this context, the effect of parameter
variations on system variables is analysed by using
different tools. Aspects like modelling, modelling
effort, computing time and accuracy are discussed.

This paper is based on results, which were developed
in the Fraunhofer collaborative project “Computer
Aided Robust Design (CAROD)”.

Keywords: parameter sensitivity; Monte-Carlo simu-
lation; elastomer test rig; DAE; Dymola; DASPK;
MATLAB

1 Introduction

Tolerances of material quality, manufacturing proc-
esses and assembly operations lead to scattering
product properties. In mass production therefore
more or less significant deviations of the desired
“ideal” properties occur. Resulting from wear and
degradation, also during product life cycle continu-
ous changes of component and system characteristics
take place.

The named uncertainties are only covered insuffi-
ciently in traditional development workflows of
mechatronical products. In most cases, simulations
without any parameter scatter are performed to opti-
mise mechanical and mechatronical systems and to
analyse their durability and reliability.

The objective of Robust Design is to analyse the ef-
fects of scattering component behaviour in early de-

velopment phases and to optimize products. This
presentation will focus on sensitivity analysis, which
typically is an initial task in robust design studies.
The prior objective is to determine parameters,
which highly affect the product behaviour.

The paper starts with a short description of the cho-
sen technical example: A 3 DOF test rig for elas-
tomer bushings. Subsequently, two multi-body-
simulation models of the test rig using MATLAB
and Modelica are presented, including a cross-
comparison of the particular simulation results. In
the following, the method of “sensitivity calculation”
is introduced, which has conceivable potentials to
lower the effort for sensitivity analyses. To validate
the results, the implementation of a Monte-Carlo
(MC) analysis is treated, which is based on repeated
calls of the Dymola simulator. The results of this MC
analysis are again compared with an MC analysis
performed with MATLAB. Finally, based on the
analysis results, the application and performance of
the methods for sensitivity evaluation are discussed.

2 Technical Example: Test Rig for
Elastomer Bushings

2.1 Application and Technical Description

The methods described in this paper are presented by
example of a multi-axial test rig (figures 1 and 2),
which is owned by Fraunhofer LBF. The test rig is
mainly used for sign-off tests of automotive elas-
tomer bushings considering service loads. Further
on, the bushing’s dynamic transmission behaviour
can be characterised.

The Modelica Association

521

Modelica 2008, March 3¢ — 4t 2008



S. Wolf, J. Haase, C. Clauf}, M. Jockel, J. Lésch

Fig. 1: Multi-axial test rig for characterisation and testing of elastomer
bushings at Fraunhofer LBF and CAD model of a typical elastomer
bushing (right)

Using servo-hydraulic actuation, variable cyclic
loading of more than 100 Hz is feasible. Based on a
transmission design with pre-stressed cardan joints,
the load directions “axial (x)”, “lateral (y)” and “tor-
sion (a)” at the bolt can be realised isolated or in
combination, respectively. To minimise wear and
friction, hydrostatic linear guides between bolt and
bail as well as bail and base plate are used. The
movement of the bolt — and therefore the displace-
ment of the elastomer bushing — is measured by sen-
sors, which are positioned near the bushing’s clamp-
ing device. The reaction forces are measured by a
piezoelectric measurement platform.

z(y)
Elastomer y
bushing k‘
Bolt x()
—> Xa,y
Bail
— Ve

Base plate (0 DOF)

Fig.2: CAD model of the test rig, declaration of bodies and degrees of
freedom (“absolute™)

2.2 Multi-Body-Simulation Model of the Test

Rig and Simulation Tools

To analyse the dynamic behaviour of test rig me-
chanics, multi-body-simulations (MBS) are used (cp.
[1]). In this context, the models typically include
rigid bodies, which are linked by joints and force
elements.

Corresponding, the MBS model of the elastomer test
rig includes the rigid bodies “bolt”, “bail”, “piston”
and “shaft”, while following joints and force ele-
ments are applied between the bodies (cp. figures 2
and 3):

- Bolt-bail: cylindrical joint x/«, damping x/a
(hydrostatic bearings)

- Bail-base plate: prismatic joint y, damping y
(hydrostatic bearing and friction of hydraulic
cylinder)

- Bolt-base plate: 6 DOF, stiffness x/a/y and
damping x/a/y (elastomer bushing)

- Bolt-shaft: cardan joint, no force element

- Shaft-piston: cardan joint, no force element

- Piston-base plate: cylindrical joint x/q,
damping x/ & (friction of hydraulic cylinder)

The transmission characteristic of the elastomer
bushing is modelled by using the approaches

Fex=Cpxs X +Cpx 1 X +dgy-dx/dt,

Fg y=Cgy3-y*+Ciy1-y+dgyi-dy/dt and

ME ¢=CEa3 0 +Crq1-0+dEq-da/dt,
which describe nonlinear stiffness and linear damp-
ing behaviour for each load component. The parame-
ter settings are based on measurement data derived
by tests with a commercial elastomer bushing.
Comparable to the physical test rig, the MBS model
is actuated by axial forces F), torsion M, (piston) and
lateral forces F), (bail).

i !

y LJr'I Damping y (hydraulic cylinder)

I*I Damping y (hydrostatic guides)

—{E—Damping xa (hydrostatic guides)

A -.: “ <x':|a

‘W~ Stiffness/fdamping x,y,a ~LE=
—E- (elastomer bushing) Damping x,a
(hydraulic cylinder)

Fig.3: Multi-body simulation model of the test rig (,,top view*)

The MBS model was set up in MAT-
LAB/SimMechanics as well as in Modelica (using a
Dymola solver).

2.3 Comparison of Modelica and MATLAB

Model

To compare the MBS models built in the MATLAB
and Modelica environment, two test cases were de-
fined. The first test case is characterised by sinusoi-
dal forces and moments:
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- F,=3.0-10%sin(314-t) [N]
- F,=3.4-10%sin(t) [N]
- M,=10"sin(150-t) [Nm]

In contrast, the second test case includes the applica-
tion of noise signals (figure 4). These signals were
generated with a MATLAB script, which contains
the rand command.

——Cyl1] —— Cyiz) —— i3l

2000

§ \,{L‘l !IW AU' l‘ l|‘ "‘“\'”

’“"r‘} i

nnnnn

i a"" U

~4000

I Jrq m”il

nnnnn

Forces F\,F‘ [N] and moment M, [Nm]

o5
Time ¢ [s]

Fig. 4: Applied noise signals in test case 2

Figures 5 and 6 show the calculated displacements x
and y [mm] as well as the torsion « [rad] of the body
“bolt” for the two test cases.
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Fig. 5: Test case 1 - Solution (Dymola)
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Displacements x, y [mm] and torsion a [rad]

Fig. 6: Test case 2 — Solution (Dymola)

To compare the MBS models created in Modelica
and MATLAB, the displacements x and y as well as
the torsion « of the body “bolt” were analysed in the
time domain. Figure 7 shows the calculated dis-
placements and torsion for test case 1, exemplarily. It
is obvious, that both models lead to nearly identical
results. This conclusion is affirmed by the results
concerning case 2.

MATLAB

Modelica ——&—&——

X [mm]

y [mm]

o [rad]

i time [s]

Fig. 7: Comparison of results from Modelica and MATLAB model
(case 1)

2.4 Treated Scenario

The investigations target a virtual scenario, which
describes the production of a small series of (only)
theoretically identical test rigs. Due to manufacturing
tolerances the test rig components will differ more or
less, leading to scatter of the test rig’s behaviour.

To examine the scenario, prior parameters of the
MBS model have to be defined, which are affected
by assumable manufacturing tolerances. In this con-
text, 13 parameters have been identified:

- Masses of all rigid bodies

- Inertias “a ” of bodies “piston”, “shaft” and
“b()lt”

- Inertia “y” of body “shaft”

- Dampmg coefficients concerning hydrostatic
linear guides “bail-base plate (y)” and “bail-
bolt (x,)”
- Damping coefficients concerning friction of
hydraulic cylinders (“piston”: x/ ¢, “bail”: y)
In the following, the sensitivity of the test rig dynam-
ics on variations of these parameters is examined by
sensitivity calculation and MC analyses.

3 Sensitivity Calculation

3.1 Method of Sensitivity Calculation

The main idea is to pre-evaluate the sensitivity of the
test rig performance due to variations of single pa-
rameters. Beside information concerning the per-
formance scatter to be expected, promising “adjust-
ing screws” for system optimisation can be derived.
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The performance and dynamics of the test rig are
analysed using multi-body-simulation. To perform
sensitivity calculation, the analytical equations of
motion have been set up explicitly using the La-
grange approach. Thus, the system equations are
available in symbolic form. The DAE/ODE system
of the elastomer test rig is described by 3 equations
of motion (1) to (3) with 3 state variables x(?), y(2)
and o?) as well as 23 system parameters (13 pa-
rameters to be varied, 10 fixed parameters). The sys-
tem is excitated by sinusoidal forces and moments
(compare (1) to (3), case 1) as well as noise signals
(case 2).

3.0¢6 Sin(314 t) = cEx1 IW +4 cEx3 IW’ + cEx1 X(t) + 6 cEx3 IW*X(t) + 3 ¢Ex3 IW X(t)* +

CEX3 X()' - 3 ¢EX3 IW Y(1) -3 cEx3 X() V(1 -~k 'WA\ (AeBSIW 6 CE"}A'W Xf') . (1)
Jweyw  Jfwivey Jiweyey
3CEX3IWX(®' | cExIY()' | 5cEx3IW'Y(®H® | 6cEx3IW XM Y(®® |
Wiy ey YWy iwiyey Wiy
3cEX3 X(t)'Y()'  cEx3 Y(t)' , (dDx+dEx1) Y(t) Y'(t)
e Y 4 (dDxerdExIHdKX) X(f) + e T
\/IWJ—Y(OZ VWY ()? leﬂv(ol
W?(2 mD»mW)Y'El)' s (D memW) X' + mD\mWy} Y(l)ﬁY"(()
2,/(IW2-y(©?) 24IWY ()
3.4¢e8 Sin(t) = cEyl Y(O) + ... +
mB*mD+#+ 1w12“;z< ) 2)
_Y(0)?
. N ) Y'(t)
Yy 4 mD+mW JWx IW* Tan(AL(t))"
41W2-4 Y(1? o W2 :
(W-Y©?) | ————+Y@?
Cos(AL(1))
) 5 "
1.0c4 Sin(150 ) = (cEal+cEa3 AL@®?) AL(y + .. +— WX W Tan(AL©) YO Y'0) 3)

N e
Cos(AL(1)"
(AL() [C

— Y
os(AL(1))”

The performance and dynamics of the test rig are
evaluated by analysing the resulting displacements x
and y as well as the resulting torsion « of the body
“bolt”, which directly loads the elastomer bushing.

Sensitivity calculation examines the effects of minor
parameter deviations from their nominal values for
the behaviour of the dynamic systems.

In this case systems are regarded, which are de-
scribed by differential-algebraic equations (DAEs) of
the form

F(x, %, p,t)=0 4)
, the equations of motion of the system, whereas

x(t) e R" are state variables and p € R” summa-

rises parameters of all types, which mean diverse
determining factors on developing of the variables.

The factor of interest is the influence, which changes
of parameters cause of developing of the variables,

ox(t)

op;
sensitivity of variable x concerning parameter p,).

(the

the so-called sensitivities of parameter

These sensitivities are computed for the evaluation

of the interesting influence. Sensitivities are func-
tions of time ¢. Also these functions can be used as a
basis for the determination of derived functions.

By differentiation of the system (4) according to all
p; the following system can be set up for the com-

putation of first-order parameter sensitivities:
EXFE X el )
Ox Op;  Ox Op, op;

(4) together with (5) can currently be solved by Dy-
mola, if (5) is added explicitly. The code DASPK [2]
can directly solve the DAE (4) and (5), where (5) is
generated within the code automatically.

3.2 Results of Sensitivity Calculations

Dymola and DASPK were used to calculate both
solution and sensitivities of the elastomer test rig.
For the equations of motion the results for x, y and a
were calculated. The solutions from Dymola and
DASPK are in accordance. In the following, the in-
fluence of parameters on the axial displacement x
and the torsion « of the bolt are illustrated.

The first-order sensitivities for case 1 are computed
using DASPK (figures 8 to 15). The solutions are
shown in 8 and 10 (see also figure 5 using Dymola).
The figure 9 shows first-order parameter sensitivities
of x regarding parameters of mass. The timeline cor-
responds to figure 8. Figure 11 where the timeline
corresponds to figure 10 shows the first-order pa-
rameter sensitivities regarding parameters of inertia.

Fig.8: Detail of solution (DASPK) Fig.9: Detail of first-order parame-
ter sensitivities of x (DASPK)

Fig.10: Detail of solution (DASPK) Fig.11: Detail of first-order
parameter sensitivities of x (DASPK)

By classifying the amplitudes of the time-depending
sensitivity functions (e.g. figures, 9, 11, 12, 13, 14,
17 and 18) it can be evaluated, which parameters
have a large, a marginal or no influence on the solu-
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tion of the system. Parameters with a significant in-
fluence to solution x are the parameters of mass mK,
mW, mD and the parameters of inertia jKx, jWz and
JDx, see as an example figure 12 and 13. Concerning
sensitivities of y, also parameters of inertia and mass
have an influence. Parameters with a significant in-
fluence to solution a are the inertias jKx, jWz and
JDx.
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Fig.12: Detail of first-order parameter sensitivities of x regarding all
parameters (DASPK)
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Fig.13: Detail of first-order parameter sensitivities of x regarding 13
specified parameters) (DASPK)

Again figure 14 illustrates the described results ex-
emplarily of parameter of mass mK regarding x and
a.

2 i 1 | Ir 1

Sensitivity of x and g regarding mK
o
:
=

Time t [s]

Fig.14: Comparison of influence of parameter of mass mK on x and a

Solutions of the original system using different pa-
rameter values confirm the sensitivity calculations.
Figure 15 illustrates the range of tolerance of solu-
tion x regarding variation of all parameters (+ 0,5%
and = 1%). The graphic shows that by increasing

time the range of tolerance band is increasing. That
is why parameter changing causes not only different
amplitudes but also variations in the time behaviour.

i

Displacement x [mm]

1+05%
X(t)/-0,5%
Xt/ +1%

Time t [s]

Fig.15: Detail of range of tolerance of solution x regarding variation of
all parameters (DASPK)

In case 2 (figures 17 and 18), sensitivity calculations
are carried out by means of Dymola. The resulting
first-order parameter sensitivities are approximations
by method of difference quotient. This method is
explained by a scheme which is illustrated in figure
16. The original model was parallel instantiated with
different parameter values, which are necessary for
difference quotient calculation.

- x nom (t)
- X, var (t)
1

x, var(t) — x nom(t) ox
p, var(t)— p nom(t)

——

Fig.16: Method of difference quotient using Dymola

Figure 17 shows that all considered parameters have
nearly no influence on the solution x of the system,
whereas parameters of mass mK, mW and mD are
dominating parameters.

omp3ct cmpz cmpes cmpa ompxs ¢ ompis

T:ﬂMMm“gﬂhﬂ [M /ln(\ﬂﬂf\vﬂv hﬂmﬂ.ﬂﬁﬂ
TRV \IUV UU UVU i VUUWH

o.00 ozs = RS 100

Time ¢ [s]

< empx

Sensitivities of x

Fig.17: First-order parameter sensitivities of x for 13 specified parame-
ters (difference quotient)

Parameter with a significant influence on solution o
are parameter of inertia jKx, jWx and jDx, see figure
18. Regarding case 2, first-order parameter sensitivi-
ties will also be carried out by means of DASPK.
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Fig.18: First-order parameter sensitivities of o for 13 specified parame-
ters (difference quotient)

The results show, that sensitivity calculation leads to
comparable results for test case 1 and test case 2.

Related to these sensitivity computations it can be
summarised that additionally to the determination of
the solution of a concrete DAE system also sensitiv-
ity computations are possible. As noted above, the
results from Dymola and DASPK are in accordance.
Concerning the results of sensitivity calculations, the
evaluation of influence of the parameters on the tar-
geted result values is feasible.

4  Monte-Carlo Analysis

To evaluate the results of sensitivity calculation MC
analyses [3] were performed by usage of both Mode-
lica and MATLAB models.

4.1 Modelica Model

Within the Dymola simulator MC simulation is of-
fered as a tool-specific feature. In this paper, another
possibility was used which will also be presented as
a poster on the Modelica’2008 conference.

In the Modelica model the parameters which are to
be varied randomly get their values via a function
call. This function, which can be coded as a Mode-
lica function or a C-Function, is parametrised by the
user with parameters of the desired random distribu-
tion. Repeated Dymola calls (via the scripting lan-
guage) cause the randomly choice of the value of the
chosen parameter. The results of each simulator run
have to be collected.

In this case, a uniform distribution with the nominal
value 6.0 and the tolerance £10% was used as an
example, which is specified in the model in this way:

model elast
// parameter of the system
parameter Real mK = uniform(é6,0.10)
"mass of piston";

Sensitivity calculation described in section 3 yielded
an evaluation of system parameters. Then MC analy-
ses for located dominating parameters were deter-
mined.

The results of MC analyses for case 1 are illustrated
by figures 19 to 23.

M ¥ —— AL —— M —— ¥ AL M ¥ s AL ——

Displacements x, y [mm] and torsion a [rad]
Eul
Lo |
]
|
> |
Zell |
>

T T T T T T T T T
00 02 04 06 08 10

Time ¢ [s]

Fig.19: Tolerance band of x, y and o regarding parameters of mass

X ¥ AL X —— Y AL X Y e AL

T T T T T
048 047 018 018 020

Time ¢ [s]

Displacements x, y [mm] and torsion a [rad]

Fig.20: Detail of tolerance band of x, y and a regarding parameters of
mass

Figure 21 shows that parameters of mass have only a
marginal influence on solution a. These result veri-
fied the small tolerance band of a regarding parame-
ters of mass.
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=
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Fig.21: Sensitivity of a regarding parameters of mass (DASPK)
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Fig.22: Tolerance band of x, y and « regarding parameters of inertia
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Fig.23: Detail of tolerance band of x, y and a regarding parameters of
inertia

The results for case 2 are shown by figures 24 to 26.
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Fig.24: Tolerance band of x, y and a regarding parameters of mass
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Fig.25: Tolerance band of x, y and « regarding parameters of inertia
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Fig.26: Detail of tolerance band of x, y and a regarding parameters of
inertia

MC analyses verified the results of sensitivity calcu-
lation, see section 3.

4.2 MATLAB Model

The sensitivity analysis of the MATLAB model was
performed with the Fraunhofer LBF inhouse soft-
ware MASIMO. The software creates sample sets of
user-defined parameters based on Latin-Hypercube-
Sampling methods and automatically performs the
needed simulations in MATLAB. MASIMO was,
among other things, applied during the EC funded
project “MODBOGIE” [4] to perform sensitivity
analysis of a complex locomotive model.

The MC analyses each contained 100 simulations for
test case 1 and test case 2. All 13 parameters (cp. ch.
2.2) were set to vary in a range of £10% of their
nominal value, while an equal distribution of pa-
rameter values was defined, respectively.

To analyse the resulting time series of the simula-
tions, scalar evaluation quantities x,, y,, and a,, were
defined, taking the arithmetic mean value of the
amount of displacements and torsions x(?), y(¢) and
a(t). Following, the parameter x,, is examined, ex-
emplarily.

Figure 27 shows an qualitative Anthill plot of x,, as a
function of the piston mass for test case 1. Each
point represents the (converted) result of one single
simulation of the MC analysis. The diagram shows
the trend, that an increasing piston mass leads to de-
creasing values of x,,. In general, Anthill plots can be
used to get a first impression of sensitivities and
trends.
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Scalar evaluation parameter x,,

Piston mass

Figure 27: Anthill-plot of x,, as a function of piston mass

To derive further information, correlation coeffi-
cients between the result values x,, v, and «, and
the varied input parameters can be applied. Figure 28
exemplary shows the correlation between x,, and the
input parameters. In this context, negative correlation
coefficients point out, that an increasing parameter
value leads to decreasing result quantities. It is obvi-
ous, that the masses of piston, shaft and bolt affect x,,
dominantly.

o
-

o

01 |
02 |
-03
-04 |
-05 |
-0.6

Correlation coefficient [-]
Piston mass
Shaft mass

Parameter No. 13

Figure 28: Correlation of x,, with the varied parameters (1...13), case 1

Similar investigations were performed for the result
values x,, and «,. The analysis of ¢, showed prior
sensitivities on the inertias of piston, shaft and bolt,
while y,, is dominantly affected by the masses of all 4
bodies.

The analysis of test case 2 led to comparable results.
Again, the body masses of piston, shaft and bolt af-
fect x,, while the torsion ¢, is dominantly influ-
enced by the inertias of these bodies. y, again is
dominantly affected by the masses of all 4 bodies.

5 Conclusions

In this paper, the application of sensitivity calcula-
tion was presented by example of a multi-body simu-
lation model of an elastomer test rig. The results
show, that sensitivity calculation has the potential to
pre-evaluate prior parameters of a model, which ex-

emplarily can be deeper analysed by a following MC
analyses. An indispensable precondition for applying
sensitivity calculation is the provision of the equa-
tions of motion in a symbolic representation.

Especially for complex models with a high number
of DOF or long periods to be computed, the preselec-
tion of parameters can lead to a significant reduction
of computational effort. Even in case of the test rig
example, which only comprises 4 DOF and rather
small time series to be computed (< 2 seconds), each
simulation of the MC analysis took approximately 2
minutes (Pentium 4, 3 GHz). Resulting, a complete
analysis with 100 simulations and 13 parameters
took more than 3 hours.

A sensitivity calculation using DASPK respectively
13 parameters (until t.,q 1 s) took approximately 10
minutes. Using Dymola a sensitivity calculation (as
shown in figure 16) took maximal approximately 40
minutes and a MC analysis with 50 simulations and
4 varied parameters maximal approximately 12 min-
utes. Resulting, a complete MC analysis using Dy-
mola with 100 simulations and 13 parameters (2 sec-
onds) would take approximately 2.5 hours. These
computation times point out, that sensitivity calcula-
tion is able to reduce effort considerably.

Within the Dymola simulator, MC simulation is of-
fered as a tool-specific feature. In this paper a more
common possibility was presented, which describes
the MC method on the Modelica language totally.
Both methods are very time consuming. Using Dy-
mola the effects of parameter tolerances can be cal-
culated by MC simulation (with a high computa-
tional effort), using the sensitivity system (5), which
has to be added manually or using the finite differ-
ence approximation (see figure 16).

Using the code DASPK, system (5) is generated
within the code automatically. It would be desirable,
if this possibility (and also regarding a similar sys-
tem for second-order parameter sensitivity) would be
existant also in Dymola. So far, an operator of sensi-
tivities like the existing operator der (), the deriva-
tion with respect to time, is absent.

Note, that the solver DASPK allows the computation
of first-order parameter sensitivities. The interpreta-
tion of these results leads to a classification of the
importance of the system parameters regarding the
effect to the variables.

6 Outlook

The next steps will cover following topics:
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Parameter Sensitivities of Second-Order using References

DASPK

In this section a short description is given to deter-
mine second-order parameter sensitivities by means
of DASPK. By means of differentiation of the sys-

tem (5) according to all p, second-order parameter

sensitivities are computed. As mentioned before, the
code DASPK can solve the DAE (4) and (5). By dif-

ferentiation of the system (4) according to all p, and

using of this system as a new system (4) in the
source code, the second-order parameter sensitivities
are generated automatically.

Another way to determine the second-order parame-
ter sensitivities is the modification of source code of
DASPK. Therefore, an aim is to extend the source
code of DASPK to generate the system of second-
order parameter sensitivities automatically by differ-
entiation of system (5). Then DASPK could solve
(4), (5) and also the system of second-order, where
(5) and the system of second-order could be gener-
ated within the code automatically.

Introduction of scalar evaluation quantities

In continuative work, analyses concerning scalar
evaluation quantities, which are derived from the
results in the time domain, are planned. Examples for
these scalar evaluation result quantities are the first
eigenfrequency or the mean value of the amplitude
spectrum in a defined frequency range. The first ei-
genfrequency can be computed in MATLAB directly
from the condition matrix of the elastomer test rig
model. Using Dymola, the condition matrix can be
generated and denoted by linearisation of the original
model. Within Modelica there are also matrix func-
tions, which are useful for this context. The first ei-
genfrequency can be derived from simulations in the
time domain and a following Fourier transformation.
For each DOF x, y and a, then a scalar quantity can
be calculated.

Regarding sensitivity calculation, problems can oc-
cur in this context, because scalar evaluation quanti-
ties are not directly available in the DAE system. If
the evaluation quantity can be calculated during the
simulation, sensitivities are automatically present.
Otherwise, derived evaluation variables have to be
calculated by post-processing. This challenge will be
discussed in further publications.
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Implementation of a Modelica Library
for Simulation of High-Lift Drive Systems

Dipl.-Ing. Malte Pfennig  Prof. Dr.-Ing. Frank Thielecke
Hamburg University of Technology, Institute of Aircraft Systems Engineering
Nesspriel 5, 21129 Hamburg

Abstract bearings, while universal joints and gearboxes com-
pensate changes in direction. Branch gears transmit
The development and design of new high-lift drivihe mechanical energy to rotary or ballscrew actuators
systems is a complex and iterative process, whichygich are coupled with the flap traverse mechanism.
often depending on experience. Especially results ¢figh actuator gear ratios reduce fast turning transmis-
termined in the predevelopment phase and baseds@h inputs to slow panel movement.
uncertain assumptions have decisive influence on K@part of the secondary flight control, the high-lift
system specification and thus on the system desigfiye system has to be fault-tolerant and fulfill high re-
In order to reduce development time and optimize t§irements regarding the reliability. While the power
development process, a rapid generation and adagi@e unit and the slat flap control computer are of re-
tion of simulation models for analysis of transient sygy,ndant design, the shaft transmission system offers a
tem behaviour is essential. This article presents &fgle load path only. Sufficient mechanical strength
computer-integrated approach for further reduction gf 5| elements in the actuation system is required for
the high-lift development process. An interface Q) possible system states. Peak loads occurring as a
Modelia should enable an automated system mogied it of a system failure are often a design case for the
generation. A suitable component library is introduc@fechanical components of the drive system. Thus, the
and verified by simulation of the Airbus A380 flap acsnalysis of transient system behaviour is of uttermost
tuation system. importance for the determination of strength require-
The purpose of this article is to present the project Rfents for the drive train's mechanical elements. As
a computer-aided development process as well as;@fospace applications require certified components,
adequate component library for assembling simulatigg standard but custom-build components and assem-
models of high-lift drive systems. blies have to be installed. In consequence, component
Keywords: high-lift system; power drive system; sySarameters characterising their dynamical behaviour,

tem development e.g. the mass moment of inertia or the friction charac-
teristics, are unknown in the early design phase. Thus,
1 Introduction these parameters have to be estimated based on the

knowledge of existing similar products.

In order to reduce take-off and landing airspeed, mdawing to numerous changes of the system architec-
ern transport aircraft are equipped with high-lift sygure, requirements, constraints or parameters, the ef-
tems. The extension of slats and flaps at the windest for installing and maintaining a complete sim-
leading and trailing edges augments the effective wibtftion model in the early design and specification
area and also allows for higher angles of attack thus piase is not justified. For this reason, simplified mod-
creasing the lift coefficient. Figure 1 depicts the higié!s are used for a rough evaluation of peak loads,
lift surfaces, as well as the corresponding drive amdile adequate safety margins compensate uncertain-
actuation system. ties. However, increasing mechanical strength nor-
A central power drive unit (PDU), mounted in the cermally involves an increasing mass. Thus, considerable
ter fuselage, provides energy for driving a shaft trargetentials in system weight reduction might be wasted.
mission, which ensures mechanical synchronisationlofthis report an integrated approach is presented that
the left and right actuation systems. The shaft trarsms at an optimisation of the high-lift drive system,
mission is routed across the wingspan by numeraswell as its development process. Moreover, an au-
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shaft transmission

slats

Figure 1: High-lift segments and power drive train at leading and trailing edge

tomated generation and easier maintenance of a coion. Furthermore, jamming in the flap tracks might
plex simulation model for analysis of transient systecause an asymmetric flap setting as well as an over-
behaviour should be realised in order to make simulaad in actuation system and wing structure. In order
tion results available in the predevelopment phase.td\avoid an unacceptable flap asymmetry that cannot
software tool combining knowledge based methods toe compensated by the rudders, safety brakes are in-
high-lift design and steady state calculations is to balled at the spanwise ends of the shaft transmission.
extended to transfer available system information initnese wing tip brakes (WTB) are activated if the mon-
a simulation model for analysis of transient behavioutoring systems identifies a failure by comparing the
Modelica’s characteristic of being object-oriented anmbsition at the transmission ends, the drive units out-
providing a simple way to generate simulation mogut angle and the commanded position.
els by combining library components makes it predegoreover, the installation of torque limiting devices
tined for this task. In order to facilitate modelling @aeduces loads in the drive system and structure in case
complex high-lift drive train, a library containing allof jamming in one of the drive stations. High loads
required components has been created. and load gradients result from rapid deceleration of the

system by either jamming or brake activation.

The analysis of such transient behaviour requires a
2 System description and modelling nonlinear model. Figure 2 exemplifies a flap drive

system architecture and its elements. For the purpose
The basic elements of a high-lift drive system, namedj an acceptable simulation time, modelling each me-
the power drive unit, the actuators and the shaft tragbanical element separately is not practicable. Thus,
mission connecting actuators and drive unit, were iddjacent parts are merged into a lumped model. The
troduced in chapter 1. Besides gearboxes, shafts, jotatal inertia and torsional stiffness can easily be cal-
and bearings that are essential for the shaft routitg)ated from the elements connected in series. Other
there are further components required to react to nveviables like friction coefficients or backlash can be
chanical failures. A shaft rupture leading to a sepadgtermined accordingly.
tion of flap segments might result either in an asyrivhile the system model in contrast to the real drive
metric flap setting or even the complete transmissisyistem posesses concentrated parameters, an appro-
system might be decoupled from the PDU so that tpdate discretisation must not change the dynamic be-
aircraft looses its high-lift function in a critical situahaviour of the system. Different approaches have
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ATL : actuator torque limiter | GRA: geared rotary actuator | LGB: line gearbox

DDGB: down drive gearbox KBG: kink bevel gearbox RAG: right angle gearbox
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transmission model

Figure 2: Schematic representation of a flap drive system and its model according to [4]

proven their value. In [2], Neumann proposes to suéible from the start are:

stitute all transmission elements between the down-

drives by at least two systems made up of spring,® the number and type of actuators. The application
damper and mass. Adapting the distribution of the tor-  Of €ither a geared rotary actuator or a ballscrew
sional stiffnesses, the relevant natural modes can be actuator depends on the planned flap kinematics.
preserved. .
A closer look at the distribution of drive system ele-
ment masses and torsional stiffnesses reveals that ing \ing geometry and available installation space in
stalled gearboxes make up a major share of the total tne wing area.

mass moment of inertia, while the torsional stiffness is

mainly influenced by long shaft elements. Another ap-e maximum travel of the actuators and required
proach, reducing the model order by summing up the time for their adjustment.

mass moments of inertia around those areas that al-

ready show an accumulated inertia, like gearboxes, ¢ development and design of the mechanical trans-
presented in [4]. On the other hand, a single torsioABiSsion system, the hydraulic and/or electric power
spring represents the torsional stiffness of the elemefe unit and the monitoring and failure detection sys-

effective airloads at the actuators.

between those inertias. tem is complex and highly interdependent. The focus
Both methods show a good correlation between sindfi-this article is on the actuation system.
lation and measured data. With the listed inputs, a first drive system architecture

can be designed schematically. To guarantee a uni-
) ) ) form motion of the actuators, gear ratios have to be
3 Development of high-lift actuation determined accordingly. Mechanical properties of the
systems components have to be estimated at first. Experience
from the development of former drive systems is of
The design and construction process of a new higremendous value for this parameter estimation.
lift actuation system starts early in the overall deveF gear ratios, characteristic friction coefficients and
opment process of a new aircraft. Thus, only few atite architecture are known, steady state calculations,
uncertain information is available at the beginning. Es-g. for determination of the drive torque required by
pecially in the concept and preliminary design phagbe PDU and torque limiter settings, are possible.
the requirements, system constraints and componiéat a rough evaluation of maximum loads resulting
data often change. The data becomes more relialoten transient changes in consequence of wing tip
and more detailed while the development process pboake activation or torque limiter lock out, simple
ceeds. However, mandatory inputs for the design proedels seem practicable. As proposed in [4], the part
cess of the high-lift drive systems that have to be availf the transmission that is in focus of the analysis can
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Figure 3: Concept for an computer-aided development process of high-lift drive systems

be transformed to a torsional oscillator with a singtbe system specification reaches a mature level and re-
inertiaJ*. For dynamic similarity, the torsional stiff-liable data are available is obvious.

nessc” of the vibrator is adjusted, such that the firgh order to reduce development time, the Institute of
eigen mode of the complete transmission system amigcraft-Systems Technology at Hamburg University
the reduced model are identical. Presuming a Suddﬂﬂ'echnok)gy is working on a tool called WissBaSys
deadlock in the transmission and neglecting nonlinaarsupport the design process. Particularly, the efforts
influences, the kinetic enerdin of the transmission in early design and specification phases, that are in
converts to potential enerdgpot in the spring, allow- focus, could be reduced by numerous computer-aided
ing the calculation of the peak load: features, which are introduced hereafter.

While the architecture of high-lift transmission sys-

Ecn = Epot tems may change, they generally consist of a rela-
1 .. 1 2 1 TSZ tively small number of different mechanical compo-
=>--J -0 = Z.c-Ap==-= . . .
2 2 2 ¢ nents. Thus, a library of generic, parameterised com-
= Tomax = max: VC - J* . (1) ponents has been created. A graphical user interface

(GUI) offers the possibility to connect these generic
Thus, the possibility to do rough system evaluatiofements to a complete transmission system. The re-
and trade-offs is provided. For example, the systeffilting system layout can easily be changed by adding
dependency on the chosen gear ratio could be arffd|removing components.
ysed. In order to support the difficult task of parameter es-
Regarding equation (1), another problem seems d&Bation when reliable data are not available, not only
vious. The maximum transmission speed, especidli§fault values are provided, but also functions describ-
after a mechanical disconnect, depends on nonliné¥ an interdependence between variables are sup-
friction characteristics. While the effort of generatingorted. Furthermore, the user has access to an external
a complex simulation model and the time for runnirggtabase containing extensive information about many
these simulations is not justified as long as most pxdisting aircraft components.
rameters are uncertain and many changes are neéemther characteristic of the preliminary design phase
sary, the need for more detailed system analysis wherhe handling of uncertain knowledge and checking
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the system requirements after every change. For tbisitrol and fault detection system. Here, the actua-
reason, continuous domains are attached to all vdidn system and the power drive unit are considered in
ables. This is the basis for an interval constraint satore detail. For a determination of maximum trans-
isfaction problem (ICSP). Constraint propagation asitission loads, the mechanical components of the drive
is presented in [5] enables the evaluation of nondirgtain can be modelled as one-dimensional rotational el-
tional equations and inequalities containing variablements. These are characterised by their mass moment
with interval domains. of inertia, a torsional stiffness, structural damping, me-
Establishing an ICSP brings further useful advantagebanical backlash, gear ratio and the friction charac-
Enabling nondirectional evaluation, trade-off studideristic. While the modelmertia, ElastoBacklastand

are encouraged. Furthermore, violations of system tdealGearof Modelica’s standard library cover most
quirements or constraints are detected automaticaifythese attributes a new friction model is needed and
within the constraint propagation process. introduced in this chapter.

The concept of a computer-aided development pBesides models representing a nonlinear torsional os-
cess is illustrated in figure 3. The system architegilator, some components fulfill additional tasks that
ture is assembled utilising generic library componentwve to be taken into account. These components are
System and component parameters are estimated Withsafety brakes and mechanical torque limiters. The
help of data base information, default values and ehlighLift library contains models for a shaft brake, an
pirical estimation functions. An automated generatidéeal torque limiter, the general mechanical rotational
of simplified models enables approximation of maxpart and a geared rotary actuator. Moreover, hydraulic
mum load result from transient behaviour. The systeramponents necessary for modelling hydraulic power
analysis is completed by steady state calculations. Thiyve units are available.

ICSP automatically checks all system requirements Boe focus is on the mechanical drive train and its rele-
that the basis for a system synthesis is available. Whignt models are discussed in the following. All models
synthesis methods allow for an evaluation and optinaire designed such that they need only the information
sation of slat and flap traverse mechanisms [1] an dhat is relevant for a specification.
including high-lift optimisation on aircraft level is not

available up to now. -

Containing all relevant component data, the transfgr Sl
) : : aft brake =

to a complex nonlinear simulation model would com-

plete the development process. The way Modelica

uses for modelling by combining generic library comthis model represents the brake function of the wing
ponents offers ideal possibilities for an interaction f#P brake, which is mounted in the wing structure.
this context. If the brake is activated, the compression of friction
WissBaSys supports design studies in early devew&_ckages causes a friction torque that stops the trans-
ment phases and generates lumped models of reduRigsion. Essential parameters describing the brake be-
order. An appropriate Modelica model has to dwaviour are the maximum dynamic brake torque, max-
named for general concentrated transmission sectidfé!m static brake torque and the time for reaching the
Presuming the allocation of available and model p@@ximum dynamic torque. Thus these are the only in-
rameters is existent, model instances correspondinQ%Variables of the model which extends the interfaces
the concentrated parameters can be generated. \Ri@id andFrictionBase

the knowledge that some parts execute special fuHe-order to allow different approaches for describing
tion, e.g. the wing tip brake, additional models haJge transient change of the friction torque when the
to be inserted. If an allocation of simulation modefrake is activated, the model's inputis the normal-

for the mechanical elements in the transmission sy&&d maximum dynamic brake torqu@uB_max. Af-

tem is existent, the generation of the complete simuf§L réaching a halt, the static friction torque might
tion model can be realised. increase up to the brake’s maximum limit load

tauB_lim. In contrast to the models available in
the standard library, friction coefficients are no longer
4 HighLift library for drive systems  needed here.

The high-lift drive system consists of the mechanical
actuation system, hydraulic drive units, as well as a
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Il figure 5 shows, an ideal mechanical torque limiter is
° % modelled.
1"l

Ideal torque limiter

damper

el

A coupling consisting of balls embedded along the cir e

cumferece of two flanges guarantees a positive co

A ) . shaftBrake
nection in normal operation mode. In case a torqu

TorqueLimiter_Characteristic

limit is passed, the balls start to move along a ram py
thus pushing one of the flanges against a friction de O—’:F %D ® M O
vice. The increasing relative angle between the flang —

results in an increasing brake torque. \V

The torque limiting function has two characteristics Y

First of all, a brake torque depending on the relativ:

angle of the flanges is induced. Moreover, the torsional

stiffness Changes within the lock out process. While Figure 5: |deal torque limiter model
the balls are in motion, the stiffness decreases signifi-

cantly compared to the normal operation mode. When

the balls reach their end stop, the device is grounded —

and the torsional stiffness changes again. @ = =
General rotational element —

As shown in its symbol the general rotational me-
chanical element consists of BtastoBacklasimodel
and a modifiedinertia as well as of anldealGear
The Lossylnertamodel takes friction losses into ac-
count. Most elements of the transmission system like
bearings show friction behaviour corresponding to the
Stribeck Friction Law:

Cf
> Ttric,5s = TCoulombt Qvis* @+ Tstribeck € P e 3)

(.Pl (](.)2 |(Prel|

However, the detailed analysis of single state gear-
Figure 4: Nonlinear torsional stiffness characteristic Bpxes shows additional friction losses that highly de-
a mechanical torque limiter pend on the transmitted loads [6]. This phenomenon

is valid only when the unit is in motion and the break-
For modelling these characteristics, a torsional spriagt has occurred. Based on the results of sophisticated
with nonlinear stiffness, according to figure 4, ianalyse of gearbox friction behaviour, a combined ap-
needed. Furthermore, the dynamic brake torque proach appears feasible. As discussed in [3] bearing
creases after lock out and reaches its maximum wHesses and load dependent gear stage losses differ. For
the balls reach their end stop. representation of a total drag torque, the friction torque
A new spring model has been created. Required is-made up of the bearing friction according to the
puts are the lock out torque and the end stop torqueStribeck law which is depending on ambient condi-
T, as well as the different torsional stiffnesses for albns and gearbox losses characterised by a gearbox
three states. Compared to the standard spring, #Higciencynge:
model has an additional outpyidescribing a normal-

ized brake torque: Tric = Tfric,s+ (1 —NGE) - Tioad - (4)
0 D e < @1 While nee varies between 0 and 1, it represents the
y= 1 D Pret] = @2 ) dependence on the transmitted torque and is easily de-
\¢rz|\_— ‘fl C 1< brel] < b0 termined by measurement.

Combining the nonlinear spring with a shaft brake as
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o= | phenomenon can be represented by the gearbox effi-
@ - =0 ciencynge as a function of the input angt,. If the
Geared rotary actuator - unit stops,nce increases linearly to 1 after a speed

threshold is crossed. Consequently, load-dependent

Most Airbus aircraft use planetary gears with high gefiiction diminishes according to equation (4). When
reduction for flap and slat actuation. Their dynamtBe unit starts to move againge is a function ofin,
behaviour has essential effects on the complete higthile its final value depends on the sign of the trans-
lift actuation system. Exact modelling of these comp#titted power. Figure 7 shows this characteristic.
nents is of vital importance for the reliability of sim-
ulation results. Analysis of the friction behaviour of
these actuator types also shows remarkable influen¢e., < |1 [t0>0] [to<0 |I l[to>0|
of the transmitted loads on the friction torque [2].
Furthermore, the load-dependent friction changes with :
the energy flow direction. Generally, driving against N ;
opposing load has better efficiency than in the case of  _g, | o,
aiding loads. The load-dependent friction does not oc-
cur stepwise as soon as the unit begins to move, but
increases smoothly after a change in direction.

nGE nGE

: | >
—P P
(a) (b)

o

Figure 7. Gearbox efficiency for deceleration (a) and

1 acceleration (b)
0.9}
Further Models
0.8r measurement The models presented in detail here are of vital impor-
- simulation tance for modelling a complete high-lift actuation sys-
2 071 | = - -ideal tem. Furthermore, the HighLift library contains mod-
o3 els for inducing mechanical failures in the drive train.
s 06 For this purpose, an element that can be used for a me-
chanical disconnection and another model that causes
0.5 I jamming at a specified time are included. Besides the
: transmission system, the power drive unit is of major
04 e interest. Hydraulic component models for turbulent
‘ ‘ C ‘ ‘ ‘ resistances, servo valves, a differential cylinder as well
0 20 40 60 360 380 400 as an example that uses these components for mod-
@ [rad] elling a PDU’s drive train with a variable displacement

hydraulic motor (VDHM) are included.
Figure 6: Normalised input torque of a geared rotary
actuator with constant load . . . .
5 Transient simulation of Airbus

For validation a geared rotary actuator has been tested A380 flap actuation system
and its friction behaviour determined [2]. Simulation

results using the model described above show goodker a verification of the presented models the Air-
semblance to test data as presented in figure 6. Bos A380 flap actuation system is taken into account.
validation of the actuation system measured dataTdfe number of actuators and mechanical elements in
the actuator loads as well as the power drive unitistal outhumbers that of all other flap actuation sys-
speed is an inputs to the model. The contact of the geamns of Airbus aircraft. The actuation system utilises
wheel teeth is the reason for the load-dependent frgeared rotary actuators, a wing tip brake and a sys-
tion torque [3]. When a turnaround occurs, the wheddsm torque limiter that is installed between the power
do not turn simultaneous but consecutively. Thus, tbeve unit and the first downdrive. A test rig replicat-
contact between the gear wheels establishes smooihly.the A380 high-lift drive system of one wing only,
Since the geared rotary actuator is modelled as a singges been installed at the Airbus facilities in Bremen
stage gearbox in order to reduce the model order, thirder to run certification tests. Utilising the models

The Modelica Association 537 Modelica 2008, March 3¢ — 4t 2008



M. Pfennig, F. Thielecke
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Figure 8: Airbus A380 flap actuation system and model

of the HighLift library the actuation system is modmission system varies only slightly. Comparing simu-

elled and verified by means of measured data. Figlmgon and test data for the input torque at the system
8 presents a schematic view of the transmission sy@que limiter (STL) that depends on the exact mod-
tem and a lumped model of reduced order in Modeliagling of the complete actuation system, the data show
Furthermore, sensor positions are marked in figureg®od conformability. While the simulated break out

For modelling the approach presented in [4] and disecurs 0.5 seconds earlier than in the test the simu-
cussed in 2 is used. lation results are very accurate afterwards. Figure 10

For validation test data of the actuator loads and t&@mpares simulation and test results for the specified
PDU speed are used as input. The drive systems stg@t3sor positions.

to operate against increasing opposing actuator loadew the introduced model is used to analyse a failure
After an acceleration phase the system speed is alnuzgie scenario. Aj the disconnector model is used to
constant until a position threshold is reached and thienulate a shaft rupture between system torque limiter
speed is reduced before the system stopps at its dedad first downdrive while the transmission system
mined position.

Figure 9 shows that the speed within the shaft trans-

meas |

B —
sim

0 L
A 0 5 10 15 20 25 30 35 40
0 5 10 15 20 25 30 35 40 £ [s]

t[s]

Figure 10: Simulated and measured actuation system
Figure 9: Transmission speed input torque
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119 12 12.1 122 12.3 11.8 12 12.2 12.4
t[s] t[s]

Figure 11: Transmission speed and torque at the wing tip brake after shaft rupture and brake activation

drives against opposing loads. After the mechanicabl WissBaSys and the Modelica environment has
disconnection the complete system is acceleratedd®en established by the implementation of the pre-
the applied actuator loads. The failure is detected aswhted HighLift library, its execution is still outstand-
the wing tip brakes are appliedtaiand cause a systening. Furthermore a simulation of the complete system
stop. In consequence of the rapid deceleration, including the power drive unit as well as the slat flap
load peaks occur within the shaft transmission. Thkentrol computer is necessary.

maximum is to be found at the safety brake.

Figure 11 compares test rig data and simulation rﬁ‘

sults for transmission speed and torque at the wing tikanOWIedgment

brake. AIthoqgh simu!ated and measqred speed h‘:’f’Y\% authors thank the Airbus Deutschland GmbH for
different gradients during the acceleration phase, thgﬂonsoring and supporting this project
oscillatory behaviour is similar and their valuetats '

almost identical. The simulated deceleration phase is
shorter as it was in the test. Nonetheless, the maximheferences

transmission loads differ only slightly. _ _
[1] Holert, B.: Eine Methode zum mehrkri-

) teriellen Entwurf der Fuhrungsmechanismen
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Abstract

The steady-state model for a solar field contains a
large number of equations including conditional
statements. For a yearly energy yield analysis the
operational state (on duty, off duty) of the solar field
may change from one time instant to the other. Due
to the strongly varying boundary conditions a simu-
lation run without convergence problems is not
likely. For this reason a lookup-table model is de-
signed to calculate the five output variables of the
solar field depending on the four input variables. The
interpolation model is based on the existing MODE-
LICA model for 2D-interpolation and can be used
for table interpolation tasks independent of the tech-
nical application. The structure of the model and a
method for the automatic generation of the required
interpolation data from the complex solar field
model is described.

Keywords: solar power plant; look-up table; interpo-
lation

1 Introduction

Solar thermal power plants are one of the most inter-
esting options for renewable electricity production.
For the calculation of the annual energy yield of
these plants steady-state models are used. The calcu-
lation method which is based on mass and energy
balances is called for every hour of the year with the
corresponding weather data input and delivers an
output of electric energy. This approach works well
as long as transient effects in the plant can be ne-
glected. When athermal storage has to be considered
an additional transient model has to be implemented.
Since the solar field and the power block can still be
represented as a steady-state block, the final plant
model is composed of very complex steady-state
models for the solar field and the power block and a
rather ssmple transient model of the storage system.
For an annua calculation on an hourly basis, the
model is called 8760 times with input data that might

be strongly varying from hour to hour. First tests
with the complex steady-state models show that ro-
bustness of the simulation is not satisfying. Due to
the large changes in input parameters and model de-
pendenciesit is very likely that an annual calculation
might terminate before reaching the end time.

The reason for the complexity of the solar field
model is the aspect that the model has to describe the
operation in full load, part load and stand-by mode.
While mass and energy balances are derived for
regular field operation this is not the case for the
stand-by mode. In order to determine the time instant
with irradiation conditions sufficient for a switch
from stand-by into part-load operation the set of bal-
ance eguations has to be solved with a modified set
of input parameters even if the field is shut-down.
Implementing the equations within the MODELICA
language yields a number of conditiona statements
that have to be operated by the solver. Robustness of
the resulting system is hard to check and may differ
from one field layout to the other.

A way to couple the complex steady-state field
model with the simple transient thermal storage
model is developed by replacing the equation-based
solar field model by a table-based interpolation.
When analyzing the system it is found that the solar
field output is determined by just four independent
inputs. Unfortunately, the existing interpolation
model in MODELICA is limited to two independent
variables. Within this paper, aMODELICA model is
presented that allows a three dimensional interpola-
tion using the MODELICA 2D-interpolation model.
By an additional interpolation level the capability
can easily be extended to an interpolation in four
dimensions.

2 Solar field model characteristics

The solar field is composed of a large number of
parabolic trough collector rows arranged in parallel.
The water fed into the field at high pressure is pre-
heated, evaporated and superheated by the solar irra-
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diation. This kind of system is called a Direct Steam
Generation parabolic trough power plant [1]. Apart
from general parameters of the field, the output of
the solar field is determined by the following input
variables:

- Direct normal irradiation, DNI

- Ambient temperature, T_amb

- Feed water specific enthalpy, h_in

- Operating pressure of the field, p_out
All of these are a function of time with the first two
taken from the weather data file and the last two be-
ing determined by the whole plant model. In addition
to the generated mass flow, four more outputs have
to be provided by the model, so the list of output
variables reads:

- Steam mass flow, m_out

- Fieldinlet pressure, p_in

- Field outlet temperature, T_out

- Recirculation pump power, P_rec

- “Field in operation”-indicator, FIO
A MODELICA solar field model is available that
describes the relation between input- and output pa-
rameters based on the physical equations. The model
allows changes in the solar field configuration in an
easy way by simply changing some parameters that
e.g. determine the number or arrangement of collec-
tor rows. It is therefore suited for the design of a so-

lar field but is not suited for annual energy yield
analysis.

3 General approach

solar field are stored in MATLAB .mat files and can
directly be read by the MOCELICA interpolation
model. Within the following sections the automatic
generation of the interpolation data and the structure
of the interpolation model will be described.

4  Generation of interpolation data

Since a large number of solar field configurations,
each described by one set of interpolation data, is to
be anaysed for the yearly output, an efficient
method is needed to generate the interpolation data.
For the interpolation routines in MODELICA one
look-up table in three dimensions (variation of input
variables p_out, h_in, DNI) has to be provided for
each of the five output variables (m_out, p_in, T_out,
P_rec, FIO).

Thisisredized by aMATLB script file that calls the
MODELICA executable for all combinations of in-
put variables. By use of the DYMOLA-MATLAB
interface the output variables are then stored by the
MATLAB script in a “.mat”-file. For each output
variable a separate file is generated that stores the
three vectors of parameter variations

p_steps =[p_start : dp_: p_end]
h_steps =[h_start : dh_: h_end] ;
I_steps =[I_start : dl_: I_end] ;

and the three-dimensional result matrix containing
the results at the nodes defined by the vectors above.
The procedureisillustrated in figure 1.

Due to the complexity of the solar field model it is
initialized with afixed set of parameters. The desired
operating point for each input parameter combination

The physically based solar field
model is replaced by a table in-

Complex MODELICA model

terpolation model that calculates

one output variable (e.g. m_out) MATLAB scri
based on a set of interpolation |

data and the three input variables |

define variation in 3 parameters ‘

N

(h_in, p_out, DNI). Extension to v

the forth input variable is done by ‘ store parameter ramps as .mat file ‘

linear interpolation in the ambi- | Log?ag‘éﬁ;a” v

ent temperature (T_amb). For ‘ call dymosim from MATLAB interface ‘
v

each of the five output variables
the same interpolation model can
be used with an individual set of

store relevant output data in result files ‘

interpolation data. The interpola-
tion data are automatically gener-
ated by calling the physical solar

.mat files containing interpolation nodes

4

field model from a MATLAB

Interpolation based MODELICA model

script for al nodes of the interpo-
lation data. The outputs of the

Figure 1: Procedure for generation of interpolation data
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is then reached by a ramp in the three input vari-
ables. The final state of the ramp (values of the input
variables for the actual combination) is stored by the
MATLAB script in a.mat file before the executable
is called. The data are then read by the executable to
define ramps in the input variables that lead from the
fixed initidization state to the desired fina state.
This approach has the advantage that no problems
with the initialization occur during the parameter
variations due to the stable initiaization state. One
separate call of the executable for each parameter
variation is chosen, although the ramps might have
been defined to generate a number of results points
in one simulation run. The advantages for the im-
plementation chosen are:

- only one data point is logt if the simulation
does not converge
- high flexibility in the definition of the pa-
rameter variations (e.g. no need for equidis-
tant grids) .
The output variable FIO is very important for the
following interpretation of the interpolated data since
it determines if a data point calculated by interpola-
tionisvalid. Thevalueis set to false if the solar field
can not be operated for the combination of input
variables or if the ssimulation has not converged. In
both cases, the data points obtained from the interpo-
lation do not represent a physical state of the solar
field.

In order to allow direct access to the interpolation
data from the MODELICA 2D-interpolation model
CombiTable2D the data a stored in the following
way. For each value of input variable xs, e.g. 70 bar,
80 bar, 90bar, 100 bar, 110bar, a set of 2D-
interpolation data are stored in one separate matrix.
In our example, these matrices are named datal to
data5. The matrix contains in the first row the vector
of nodes in variable x, and in the first column the
vector of nodes in variable x;. The matrix is then
filled with the output data at the corresponding
nodes:

0 X2(1) x2(2) x2(1h)
x.(1) dat(l,1) dat(1,2)... dat(l,4)
x1(2) dat(2,1) dat(2,2)... dat(2,4)

(i) ... dat(il,ih)

All data matrices together are stored in one sin-
gle .mat-file. Thisfile holds al data necessary for the
3D-interpolation in variables x;, x, and x;. For each

output variable that has to be described by 3D-
interpolation a separate file is generated. This alows,
in principle, an arbitrary number of output variables.
In our example, five output variables are used with
the data stored in the files FIO.mat, m_flow.mat,
p_in.mat, P_rec.mat, T_out.mat.

5 3D interpolation model

The three-dimensional table interpolation used in the
yearly analyzer is based on the two-dimensional ta-
ble interpolation model available in the MODELICA
standard library. This model is very efficient since
the search for the interpolation interval starts at the
result found in the last time instant. The two dimen-
sional interpolation model is used to interpolate in
the variables x; (DNI) and x, (h_in) for a fixed value
of variable x; (p_out). For each value of the variable
X3 defined in the vector p_steps one value u; (i=1:n)
for the output variable is calculated. The final output
value is then generated by a 1-D interpolation in the
n results u;. The procedure is illustrated in figure 2.
The model that holds the following equations is
named Kennlinie3D (german word for Characteris-
tic3D). In the following, the code of this model is
described. The model contains three inputs
Modelica.Blocks. Interfaces.Real Input x1;

Modelica.Blocks. Interfaces.Real Input x2;
Modelica.Blocks. Interfaces.Real Input Xx3;

for variables x;, X, and xs. In the solar field example
these inputs correspond to h_in, DNI, p_out. The
result is delivered via output

Modelica.Blocks. Interfaces.RealOutput y;
A data structure is defined to provide information on
the upper and lower limits of x; and x, as well as the

matrix name in the interpolation file that holds the
interpolation data.

encapsulated record interpolation_source

Real X33

Real min_x1;
Real max_x1;
Real min_x2;
Real max_x2;

String table_name;
end interpolation_source;

In the model n instances of this data structure are
created as parameters by:

parameter interpolation_source[:]
IP_source;

In Dymola, the data can be entered via the graphical
user interface which is shown in figure 3. In this ex-
ample, 2-D-interpolation in x; and x, data have been
generated for five pressure levels from 70 bar up to
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Figure 2: Structure of the 3D interpolation model

110 bar. The interpolation data are found in matrices
datal to data5 in the interpolation data file defined
by parameter String SourceFile= "p_in".

The variable x; (h_in) may vary between 500 kJ/kg
and 1100 kJkg and the variable x, (DNI) between 0
and 1000 W/m?. The 2-dimensional interpolation is
doneinn MODELICA interpolation blocks which
are instantiated by

Modelica.Blocks.Tables.CombiTable2D
IP_table[n](
each tableOnFile=true,
each fileName=SourceFile,
tableName={IP_source[i]-table_name
for 1 in 1:n}
)
The inputs x; and x, and connected to the corre-
sponding inputs u; and u, of the n interpolation
blocks, taking into account the variable range limita-
tionsdefined in IP_source.
for 1 in 1:n loop
IP_table[i].ul=
max(IP_source[i]-min_x1,
min( IP_source[i]-max_x1, x1 )

The fina result is calculated by weighting the n out-
puts of the 2D-interpolation blocks

IP_table[i].y*weight[i]
for 1 in 1:n );

y = sum(

The weighting factors are calculated from a linear
interpolation in the variable x;. For example, a value
of x3=82e5 Pa would lead to a vector of weighting
factors weight =[0 0.8 0.2 0 Q]. The Dymola rou-
tine dymTablelpol is used for the interpolation. This

routine has to be initialized by

when initial() then
Weight_tablelD=dymTablelnit(

1.0,
smoothness,
""NoName"*,
""NoName"*,
Weight_matrix,
0.0);

end when;

and called with the command

for 1 in 1:n loop
weight[i] =
min(1.0,
max(0.0,dymTablelpol(
Weight_tablelD,
Weight_columns[i],
x3)) );

end for;

with the corresponding declarations

parameter Real[:,:] Weight_matrix
[IP_source.x3, diagonal(ones(n))];

parameter Integer Weight_columns[:]=
2:size(Weight_matrix, 2);

A Real Weight_tablelD;
); Real[n] weight;
IP_table[i].u2= parameter
max(1P_source[i].min_x2, Modelica.Blocks.Types.Smoothness.
min( IP_source[i]-max_x2, x2 ) Temp smoothness =
); Modelica.Blocks.Types.Smoothness.
end for; LinearSegments;
IP_zource |
Fiows |5 i’
W3 mir_x1 a1 mmiry_=e mas_#e table_name
1 70eb 500e3 1100e3 1] 1000 "datal"
2 20eb 500e3 1100e3 1] 1000 "data2"
3 90e5 500e3 1100e3 1] 1000 "datad"
4 1005 B00e3 1100e3 1] 1000 "datad"
5 110e5 500e3 1100e3 1] 1000 ""datald"
(]9 Cancel

Figure 3: Screenshot of the Dymola graphical user interface for 1P_source with five pressure levels
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6 Solar field model with 3 inputs

The solar field model SolarField_Characteristic
based on the interpolation is assembled from five
3D-interpolation blocks of type Kennlinie3D as
shown in figure 4. The three input connectors for
h_in (red lines), DNI (blue lines) and p_out (green
lines) are connected to the corresponding inputs of
the 3D-interpolation blocks. Based on the interpola-
tion data provided in files FIO.mat, m_flow.mat,
p_in.mat, P_rec.mat, T_out.mat the outputs FIO,
m_flow, p_in, P_rec and T_out are calculated. The
values are only valid if the indicator FIO is 1. In case
this value is smaller than 1, a default value, eg.
70 bar for p_in, is used instead of the calculated
value.

7 Extension to four dimensions

As mentioned in the beginning of this text the solar
field output depends on one more variable namely
the ambient temperature. Since the dependence on
this variable is nearly linear three nodes in ambient
temperature (0 °C, 20 °C, 40 °C) are sufficient for
the model. For each of the three temperature levels a
separate set of interpolation data is generated. Three
instances of the solar field model Solar-

Field_Characteristic are cre