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Abstract

The HDF5Table library is an open-source solution for the efficient handling, exchange and interpolating access of typical data sets in system simulation. The library consists of C-functions, python scripts and examples and can be used with different applications like Modelica or Simulink. Furthermore a comprehensive set of tools that allows the user to create, migrate, edit, compare and manage the datasets is available.

The application range covers data import from measurements or other simulations, integration of datasets in preprocessing routines, the usage of the datasets in the simulation and the post processing of simulation results. To eliminate a major source of errors after data exchange between simulation tools or different companies and to validate the datasets each dataset can have a physical unit and quantity attached to it. The table data can be easily accessed with different methods for inter- and extrapolation. To persist and exchange the data sets a subset of the HDF5 standard is used. With the HDF5 API the data access is fast for large files with many variables containing millions of values and the datasets can be opened in many other tools.
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1 Introduction

Lookup tables traditionally play a major role in industrial simulations. They are used in a wide range of applications where physical models or parameters are not available or the evaluation of the existing models is computationally too expensive. Real-time simulations and hardware-in-the-loop setups are two prominent examples. In these systems lookup tables are used to re-play recorded stimulus from measurements as well as pre- and post-processed data from test benches. Another application is pre-calculated lookup tables from long running system or finite element simulations.

A number of solutions exist for Modelica and other simulation platforms some of which are discussed in detail in the following section. All of these solutions suffer from different limitations and problems the proposed implementation together with a set of supporting tools is trying to solve.

2 Existing Solutions

The Modelica Standard Library (MSL) provides a number of tables in its Blocks Package. A general separation is done based on the provided input functionality. Here the prefix Combi shows the capability of the table to either take direct user input in the form of parameters from the Modelica environment or to read data from files. In industrial applications the second option is nearly solely used as it is more convenient even for tables of modest size.

Table blocks for different needs are provided and therefore are split into the Blocks.Sources and the Blocks.Tables package. The separation into the packages is done as the tables in the Sources package implicitly define the single input of the table as the simulation time. These tables are mainly used for the playback of recorded continuous stimulus e.g. steering input or velocity signals over time. As these tables have a single input and are well suited for time series simulation they are not in the focus of this paper.

This leads to the Blocks.Tables package. These tables are often used to cover effects that cannot be modeled based on physics with reasonable effort or performance. Therefore tables are used to approximate the behavior depending on a varying number of inputs. Still for the tables in Blocks.Tables the number of inputs is limited to one or two which becomes a limiting factor in many applications. Therefore Dymola provides the DataFiles package that contains the TableND which extends the number of inputs to
a theoretically unlimited amount. As indicated by the missing prefix, data can only be read from .mat files. The DataFiles Package contains a number of functions that support the user with the generation of the necessary .mat files. Additionally some Matlab scripts are provided to support the data storing process.

Now at first glance for Dymola users there is the possibility to have capable tables in their simulations using either the MSL’s Tables package or the DataFiles package. Still there are a couple of limitations to that which we want to point out now. The TableND’s data format is limited to version 4 .mat files which limits the names in the file to 19 characters and – much more of interest here – limits the number of possible dimensions stored in the files to two. Therefore the multi-dimensional tables cannot be stored in their natural format but have to be converted. This problem is overcome by generating three vectors by convention named dim, grid and table. The length of the vector dim equals the number of dimensions of the table each entry indicating the amount of scale values in that dimension. In the variable “grid” the scales for all dimensions are stored implying that the length of grid has to be equal to the sum of the elements in dim. Finally in the table variable finally all values of the multidimensional table are stored in one vector. All of this makes it very hard to interpret the values in the table without suitable conversion scripts.

Another disadvantage of this solution is the different behavior of CombiTables and TableND when it comes to extrapolation. Whereas the CombiTables extrapolate linearly the TableND keeps values constant when exiting the defined area. For version 3.2.1 of the MSL efforts have been completed to make the implementation of the MSL tables open source and to enhance their functionality. New features include that outputs of tables can now be differentiated once, and newer .mat File formats are supported [7]. Still that does not have any influence on the limiting factors mentioned before, as this is only valid for the tables contained in the MSL.

3 Goals of the new Implementation

The goal of the proposed implementation is to come up with a library that provides a superset of the features of the existing solutions that is entirely open source and accompanied by comprehensive set of tools to leverage its functionality and ease the transition from existing solutions. The scope of possible applications for both tables and tooling goes beyond Modelica models since the tables can be easily ported to other simulation platforms (e.g., Simulink, CarMaker) or integrated into custom C-based solutions. This takes the concept of separation of model and data to a higher level as data can be used independently from the simulation tool.

Furthermore one of the basic concepts of Modelica, namely unit and quantity safety is adapted for table-based data. Every dataset regardless of its dimensions can have a physical unit and quantity (and other attributes) attached to it which allows the table block to validate the data upon loading and eliminates a major source of errors that arises from incompatible data being used in the simulations.

Future versions of the library will also be able to record signals from a simulation and provide support for compiled-in data which is especially useful for platforms that do not have a file system or to protect the intellectual property contained in the data.

4 Features

To provide a one-stop solution for all uses of table based data the table block features different methods to inter- and extrapolate the sampled data which are briefly presented in the following sections.

4.1 Interpolation

Generally two major uses of tables in models can be distinguished: the first is the playback of recorded continuous stimulus e.g. steering input or discrete data like bus events. Both types are usually one-dimensional and have the time as abscissa.

The second major use case for tables is found in models that cannot be physically modeled and thus use measured data to approximate their behavior or are too complex to be simulated e.g. in a real-time context. These table-based models usually depend on more than one parameter and thus require multidimensional tables. A prominent example in which both types of tables can be found are hardware-in-the-loop test benches.

The HDF5Table block provides three interpolation methods that can be configured on a per-instance basis: ‘Hold’, ‘Linear’ and ‘Akima’.

‘Hold’ will simply return the previous value in the respective dimension and can be used to playback time discrete data where interpolation does not make sense e.g. the selected gear in a vehicle.

‘Linear’ interpolates linearly between the neighboring sample points in each dimension.

‘Akima’ uses a spline based interpolation method proposed by Akima [5] where the interpolated func-
tion passes through the sample points and its first derivative is continuous.

Figure 1 Interpolation Methods

This has a positive impact on the stability of models that use the derivative in their calculations. Figure 1 shows the three interpolation methods applied to a one-dimensional dataset with six equally spaced sample points of a sine function.

4.2 Extrapolation

Five methods are provided for extrapolation:

- Hold
- Linear
- Loop
- PingPong
- None

Similar to the interpolation ‘Hold’ simply repeats the last sample value in the respective dimension. ‘Linear’ uses the last two samples to linearly extrapolate. For the playback of time series it is often desired to infinitely repeat a given set of samples. ‘Loop’ repeats the recorded signal using the selected interpolation method.

The ‘PingPong’ method works similarly to the loop method but instead of starting over it goes back and forth along the respective axis. This method is especially useful for lookup tables used for devices that have a symmetric characteristic field like electric machines. To better understand this method consider the following example of the loss characteristics of a permanent magnet synchronous machine (PMSM) given as the power losses versus rotational speed as the abscissa and the torque as the ordinate. Three different types of lookup tables are common for PMSMs: first quadrant, first and second quadrant and all four quadrants corresponding to the motor, motor and generator and motor and generator for positive and negative rotation directions. With the ‘PingPong’ method one table block can be used for all three types of tables without conditional instantiation or additional logic inside the model. Figure 2 shows the extrapolated curve of the five methods for a one-dimensional dataset with four equally spaced and linearly increasing samples.

The extrapolation method “None” disables extrapolation and raises an error when requested value is outside the range of the table.

Figure 2 Extrapolation Methods
5 HDF5 File Structure

In order to efficiently store and exchange the data for the tables a subset of the HDF5 standard is used. Every table is stored as n-dimensional dataset of type Float64. The scales for each dimension are stored as separate datasets. For every dimension one scale dataset is attached to the table dataset using the HDF5 dimension scales API [3].

To store metadata like the physical units and quantities a set of attributes has been defined that is evaluated when reading the datasets. The following table lists the attribute names together with the required data type and an example value.

<table>
<thead>
<tr>
<th>Attribute Name</th>
<th>Type</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>QUANTITY</td>
<td>String</td>
<td>“AngularVelocity”</td>
</tr>
<tr>
<td>UNIT</td>
<td>String</td>
<td>“rad/s”</td>
</tr>
<tr>
<td>DISPLAY_UNIT</td>
<td>String</td>
<td>“1/min”</td>
</tr>
</tbody>
</table>

QUANTITY and UNIT denote the physical quantity and unit of the stored data. DISPLAY_UNIT is the unit that is used to display the values to the user e.g. when editing them. The literals used to represent the units and quantities are the same as in Modelica and can be found in the Modelica.SIunits and Modelica.SIunits.Conversions.NonSIunits packages of the MSL.

Scales must always be one-dimensional and strictly monotonic increasing and there must be at most one scale attached per dimension whose length matches the extent of the dataset in the respective dimension. For a three-dimensional dataset with extent 2×3×4 the scale for the second dimension must have exactly three values.

Users may add custom attributes and datasets to store additional metadata, documentation or results and use groups [6] to structure the datasets.

6 Modelica

The HDF5Table Modelica library comes as a .mo file that contains the blocks, functions and examples together with the C header files and pre-compiled object libraries for the table and HDF5 as a ready-to-use package. The Modelica functions and blocks are presented in detail in the following sections.

6.1 Functions

To directly read and write scalars, vectors and matrices from and to HDF5 files the library includes the following functions that are similar to the readMAT* / writeMAT* functions in the DataFiles package that ships with Dymola:

- writeVector
- writeMatrix
- attachScale
- readScalar
- readScalarChecked
- readVector
- readVectorChecked
- readMatrix
- readMatrixChecked
- attachScale

The “checked” versions of the functions take the expected unit and quantity as an additional parameter and return an error code if the parameters do not match the unit or quantity stored in the loaded dataset.

The attachScale function attaches a dataset as the scale for the dimension of another dataset. All functions are realized as external C code that can be linked into the model or be called directly using the simulation tool as shown in the figure below.

![Figure 3 attachScale Function Dialog](image)

The library can also read / write higher dimensional arrays (up to 32 dimensions). Entering higher dimensional arrays however can be cumbersome, as e.g. Dymola does not provide UI support for editing values with more than two dimensions.

6.2 Blocks

The core of the library is the NDTable block that loads and interpolates the data during the simulation. It takes the file name of the HDF5 file, the dataset
name and optionally the expected units and quantities of the dataset and scales as input and returns the inter- or extrapolated value for every time step. Figure 4 shows the parameters of the NDTable block with all quantities and units set for a dataset that holds the power losses of an electric machine as a function of rotational speed, torque and source voltage.

The DatasetRecorder block takes the scales as parameters and sweeps successively over the volume spanned by the scales by applying the actual scale values to the vector output. When a rising edge is detected on the trigger port it records the value on the in-port and applies the next set of scale values to the input until all samples in the volume have been recorded. Using this block tables with a large number of sample points can be generated without the overhead of restarting the simulation which can save a considerable amount of time.

Figure 5 RecorderBlock Example Model

Figure 5 shows the RecordTable example model where the DatasetRecorder block is connected to a dummy model that has three in-ports and whose output is recorded upon every rising flank of the trigger.

7 Matlab / Simulink

Matlab and Simulink are two of the most commonly used simulation and scripting environments. Therefore the HDF5Table library also includes a Simulink S-Function and Matlab scripts that allow users to reuse their existing datasets without changes on this platform. The Simulink table block has the same inter- and extrapolation methods as the Modelica library and the underlying S-Functions are based on the same C-sources which can be a major advantage when porting models to this platform that rely on the specific behavior of the implementation. Just like the Modelica library the Simulink library ships as a pre-compiled shared library that can be instantly used in Simulink.

8 Tooling

To leverage the tables in the simulation they are accompanied by a comprehensive set of tools that allow the user to create, migrate, edit, compare and manage the datasets. All tools are included in an Eclipse distribution that is used as an integration platform but can also be obtained and used separately.

The tools include a Python library based on matplotlib [8] and NumPy [9] to read, write, manipulate and plot data that can be debugged and run directly from within Eclipse using the PyDev environment [10]. Python’s support for a large number of data formats allows the user to write import and export scripts for their existing data with minimal effort based on the provided examples. With the included Python scripts both the text based and binary data files used by the Blocks.Tables and Datafiles blocks can be converted to HDF5.

Figure 6 Python script with graphical UI

Figure 6 shows an example Python script with a graphical user interface that allows the user to create characteristic maps of electric machines for use with the NDTable block and that can serve as a basis for custom HDF5 generators or processors.
Furthermore an EMF [11] based editor is included that allows the user to conveniently view, edit and validate the data files. Finally the datasets can be compared and merged with the included EMF compare editor [12].

The figure below shows the HDF5 editor viewing the content of a three-dimensional characteristic map dataset with scales.

![Figure 7 HDF5 Editor](image)

In the editor values are displayed in “display units” and can be conveniently entered as expressions like “\(\sin(\pi/4)\)” to get the sine of a 45 degree angle or “\(\text{ones}(2, 3)\)” to get a 2×3 matrix of ones. All operations performed in the editor like copy & paste, move, delete etc. can be undone with the standard shortcuts or menu items. Drag & drop is supported to move datasets between groups and even between files.

9 Future Work

Currently the library is developed in Visual Studio 2010 for Windows. It is planned to port the library to the hardware and software platforms listed below.

**Hardware Platforms:**
- Windows 32 and 64 bit
- Linux 32 and 64 bit
- dSPACE SCALEXIO
- dSPACE DS1006

**Compilers:**
- Microsoft compilers (VC6 and ≥ VS2005 (Win32 and x64))
- MinGW (GCC 4.4.0 and GCC 4.7.2)
- Cygwin (GCC 4.3.0)
- GCC 4.x on Linux

We are also planning to further extend the tooling and to include a comprehensive documentation and examples that showcase common uses and best practices. A future version of the library will include additional inter- and extrapolation methods (e.g. boundary slope extrapolation for the Akima method) and support for the Der() derivative of the interpolated values to reduce simulation time and improve accuracy [1].

10 Conclusions

The implemented library and its extensions show that most features of the existing tables in the MSL’s Blocks.Tables and the DataFiles package can be combined in a single table simplifying the application for the user. Additionally the error-proneness of the overall simulation process can be reduced substantially based on unit and quantity checks.

The use of open standards like HDF5 and Modelica guarantee that this open-source implementation is expandable and can be customized for different needs including wider tool support. To enable fast adaption of the presented library a set of tools is provided enabling the user to quickly generate new or migrate existing datasets.
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